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System of linear equations

m W‘am

@ System of linear equations: n variadles

ayixi +axo+ -+ aixn, = b
asix1 +amxo + -+ ax, = b
amiX1 +amex2 + -+ amnXn = bm

@ We want to answer:

o Is there a solution?
o If there is a solution, how many?
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The solution of a system of linear equations

Three possible cases:
o@ No solution (Inconsistent)
v @ b) Exactly one solution (Consistent)

o@ Infinitely many solutions (Consistent)
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Find solutions through Gaussian elimination

e Work with augmented matrix A with shape m x (n+ 1)

@ The goal is to reduce it to an upper triangular form through 3 elementary row operations,
. —_—
maybe something like:

0 h

0 b
A= _

1 bm

More precisely, a matrix in row echelon form.
o Finally, use back-substitution to find solutions

-
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Elementary row operations

@ Three types:
e Scaling: multiple all elements of a row by a nonzero constant.
o Replacement: Replace one row by the sum of itself and a multiple of another row.
° Interc/_ﬁ_nga: Interchange two rows.
@ Two matrices are called row equivalent if one can be transformed to another through
elementary row operations.

@ The corresponding systems of linear equations are also equivalent, i.e., having the same
solutions.
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Echelon Form

@ A matrix is in row echelon form if (QEF)
@ All nonzero rows are above any rows of all zeros, and
@ Each leading entry of a row (called pivot) is strictly in a column to the right of the leading
entry of the row above it. S

@ These two conditions imply that all entries in a column below a pivot are zeros
@ Examples of matrices in row echelon form: L | J/ | pivst Colawas
-2 1 0 \ ;
O A
0 0 3 '
0 0
@ The marked positions are the pivot positions. v (\Un_‘,;vo* Coluwmn

A pivot column is a column that contains a pivot.
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Reduced Row Echelon Form

RREF

@ A matrix is in reduced row echelon form if it is in row echelon form, and additionally, it
satisfies: -

© The leading entry in each nonzero row is 1.
© Each leading 1 is the only nonzero entry in its column

@ Examples of matrices in reduced row echelon form:

OOOH
OOHO
OO_L

OHO o
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Reduce a matrix to its echelon form

@ Gaussian elimination converts a matrix to an equivalent matrix in echelon form:

1 2 1 0 0 0 29
0 2 -8 8|«=10 0 16
-4 5 9 -9 0 0 3
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RREF always exists and is unique

@ Any nonzero matrix may be row reduced (i.e., transformed by elementary row operations)
into more than one matrix in echelon form, using different sequences of row operations.

@ However, each matrix is row equivalent to one and only one reduced echelon matrix.
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Row reduction algorithm

Reduce a matrix to an echelon form through elementary operations:

©00O0

Begin with the leftmost nonzero column - the first pivot column

Select a nonzero entry in the pivot column as a pivot (interchange rows if necessary)

Use row replacement to create zeros in positions below the pivot

Cover the row containing the pivot position and all rows above it. Repeat steps 1-3 to the

remained submatrix.

= row echelon form

Backward phase: Beginning with the rightmost pivot and working upward and to the left,

e Scale the row containing the pivot to make the leading entry 1
o Create zeros above the pivot by row replacement

— reduced row echelon form
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Example of row reduction algorithm

@ Augmented matrix
1 -2 1 0

0 2 -8 8
-4 5 9 -9
1 -2 1 0
4x R1+R3 0 2 _8 8
0 -3 13 -9
LR 1 -2 1 0
o —— |0 1 -4 4
0 -3 13 -9
-2 1 0
° 3XR2+R3 0 1 4 4
0 0 1 3
@ This is the row echelon form, now we are going to transform it to reduced row echelon

form
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1 -2 1 0
e |0 1 -4 4
0 0 1 3
1 210
° 4x R3+R2 0 1 0 16
0 1 3
1 -2 0 -3
o “UFHRL g 1 0 16
0 0 1 3
0 0 29
° 2x R24+R1 0 0 16
0 0 3

@ This is the reduced row echelon form
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Solutions of linear systems

@ The row reduction algorithm leads to an explicit description of the solution set of a linear
system when the algorithm is applied to the augmented matrix of the system.

@ Suppose that the augmented matrix of a linear system has been changed into the
equivalent reduced echelon form. | % f)(,] Y

1] 0o -5 1
A — |o [ 1 4
0 0 0 0

@ The associated system of equations is

x1 —bxz3=1 % = S
X2+ x3 =4 'X;F—Xs*’Q
0=0
X%, Xz

@ The variables x; and xy, corresponding to pivot columns, are called basic variables. The
other variable, x3, is called a free variable. X3
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Solutions of linear systems

0 -5 1 x1—bx3=1
Consider the example: | 0 1 4] = x+x3=4
0 0 0 O 0=0

@ Basic variables: x3 and xo, corresponding to pivot columns

@ Free variable: x3

@ Key observation: RREF places each basic variable in one and only one equation.

@ Solve the reduced system of equations for basic variables in terms of free variables:
x; =14 5x3
Xp =4 —x3
X3 Is free

@ ‘“x3 is free” means that it can take any value. For example, x; = 1,x =4,x3 =0 or
X1 = —4,X2 = 5,X3 =—-1
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Parametric descriptions of solution sets

@ In the previous example, the solution

x1 =1+ 5x3
xo =4 — x3
x3 Is free

is a parametric description of the solutions set in which the free variables act as
parameters.

@ Solving a system amounts to finding a parametric description of the solution set or
determining that the solution set is empty.
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Existence and uniqueness theorem

@ A linear system is consistent if and only if the rightmost column of the augmented matrix
is not a pivot column, i.e., if and only if an echelon form of the augmented matrix has no
row of the form

0 ... 0 b

with b nonzero.

o If a linear system is consistent, then the solution set contains either (i) a unique solution,
when there are no free variables, or (ii) infinitely many solutions, when there is at least
one free variable.
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A matrix is a rectangular array of numbers, arranged in rows and columns.

For example:

3 4 -25 a1 axy a3z
Each entry is referred to by two indexes (i, j), specifying the row and column of the entry
in A

@ ajj : entry at i-th row and j-th column

A— [1 2 -1 ] = [311 12 313] is called a 2 x 3 (read two by three) matrix.
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@ In general, an m x n matrix has m rows and n columns.

a11 a2 ... din
ani dno e din
dml dm2 ... amn

o@: entry at i-th row and j-th column
@ In Python numpy, aj; is written A[/, j] with the index starting from 0.

ipy
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Matrix equation Ax = b

Mmxan m
man wmalvix , of A< R, beR
n
X &R
@ Definition: If A is an m x n matrix, with columns a1, - ,a,, and if x is in R" , then the

product of A and x, denoted by Ax, is the linear combination of the columns of A using
the corresponding entries in x as weights; that is

X1
\ l l X2 - - —
Ax=[a1 ay -+ an] | .| =xa1+xa+ -+ xpap
| l
Xn N

o Ax is defined only if the number of columns of A equals the number of entries in x.
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Matrix equation Ax = b

@ Consider the following system

X1+ 2x —x3=4
—bxp+3x3 =1

@ Write it as a matrix equation
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Matrix equation Ax = b

o If Ais an m X n matrix, with columns a1, -+ ,a,, and if b is in R” , then the matrix
equation
Ax=0b

has the same solution set as the vector equation
X181 + xpap + -+ - + Xpap = b,

which, in turn, has the same solution set as the system of linear equations whose
augmented matrix is
a1 a> -+ a, b

@ The equation Ax = b has a solution if and only if b is a linear combination of the
columns of A.
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Computing Ax

@ Let A be an m X n matrix:

Xi
Xo
X
-
@ Then (l.
ai a2 ain aiixi + apxe +
a1 az» azn az1x1 + axpxp + ...+ aXy
Ax=x1| . | +x| . | +...+x | . =
amil am?2 dmn amiX1 + amex2 + ...+ amnXn
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Let x and y be two vectors in R". We define the dot product between two vectors as:

Xy =Xx1y1 + X2+ ...+ XnyYn
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y2 CD(UVV\‘A UU/‘HYS

A
o Let' x = Yy =1.
Yn
o Define y = [yl Y2 ... y,,} - turning a column vector into a row vector
@ Then

| e wud 4 xy=y'x Moty

/ L, M atvix wwm(,twem’

+
\j AN matro

X: nxl matrix
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Matrix equation: Ax =0

A system of linear equation is said to be homogeneous if it can be written in the form
Ax = 0, where A is an m x n matrix and 0 is the zero vector in R™.

@ x = 0 is always a solution, called the trivial solution.

e Ax = 0 has a nontrivial solution (nonzero vector) if and only if the equation has at least
one free variable.
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Linear Independence

o Definition: An indexed set of vectors {vi, vo,...,vp} in R" is called linearly
independent if
xivi+xovo+ ...+ Xpvp =0

has only the trivial solution. (%/:A(L: s XP“) L |
@ Otherwise, the set is called linearly dependent. A<V, U \I)P
R —— | |

wg,‘ U( i G‘Ulﬂ&z—k ﬂrl’f Eﬁz /'\XZD Ras aﬂj a 4vived Ssla
Lol sume byl Hou . m%b “ndkep.
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Summary statements

. | [ .
Let {vi,v2, -, vp} be a set of vectors in R", and A= [vy v --- ‘:/p]' the following

statements are equivalent:

©ee eee

| [

The set is linearly dependent.

Ax = 0 has nontrivial solutions.

A has at least one free variable.

The number of pivots in A is less than p.

rank(A) < p. Define rank(A) = number of pivots in A. = ¢ povat Columas

= # (} basic Uonekle

A - = - = p- # 4 fla Varbln
=
1 1

Prust Coltmns
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Summary statements

Let {vi,v2, -, vy} be a set of vectorsin R”, and A= [vi w2 --- v, the following
statements are equivalent: =

0
The set is linearly independent. = O 6
Ax = 0 has only trivial solutions. s

A has no free variables.

rank(A) = n. Such a matrix is called non-singular.

©ee eee

Ax = b has exactly one solution.
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Consider an m x n matrix

all ai2 e diln
ani djo ... din

A= | o S =[a1 a2 ... a
dmi a4m2 ... amn

ajj is the scalar entry in the ith row and jth column, called the (i, j)-entry.
Each column is a vector in R™.
Two matrices are equal if they have the same size and the corresponding entries are equal

a1, a»», ... are called the diagonal entries

A is called diagonal if all non-diagonal entries are zero
o The identity matrix [, is a square diagonal matrix with diagonal being 1

@ The zero matrix is a matrix in which all entries are zero, written as 0.
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Matrix operations

Given two m X n matrices A and B,
e Sum: A+ Bis an m x n matrix whose (/,j)-entry is aj; + bj;

e Multiplication by a scalar: rA = Ar is an m x n matrix whose (i, j)-entry is ra;;, where r is
a scalar.

@ Matrix vector product: Ax = x131 + xpa2 + ... + Xpan
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Properties of matrix operations

Given A, B, C matrices of the same size, and scalars r and s,
e (A+B)+C=A+(B+ ()
e A+B=B+A

A+0=A

r(A+B)=rA+rB

(r+s)A=rA+sA

r(sA) = (rs)A
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MATRIX MULTIPLICATION

A: mxn
Ag B nxp
@ Definition: If A is an m x n matrix, and if B is an n x p matrix with columns by, --- | bp,
then the product AB is the m x p matrix whose columns are Aby,--- , Abp.
@ That is
[ABL [Aby Ab, - Ab)

@ Each column of AB is a linear [combination of the columns of A using weights from the
corresponding column of B.
mag?-
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Row—-column rule for computing AB

@ Now let's check the (i, j)-entry of AB:

(AB);j = the i-th entry of the j-th column
= the i-th entry of Ab;
= bj- (the i-th row of A)
= aj1b1j + appbyj + ... + ajnby;

@ The (i, j)-entry of AB is the sum of the products of corresponding entries from row i of A
and column j of B

(AB) = a,1b1J + 3:2bZJ + ...+ ajpb nj = Z alkbk_/
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Special Cases

@ An nx1 matrix can be viewed as a vector in R" (column vector)
@ A row vector can be viewed as a 1xn matrix.

o (Dot product) A row vector times a column vector produces a scalar if they are of the

same size.
by
b
[al a ... c’tﬁjx : :31b1+a2b2+~--+anbn Su\ar
I xn I@ &R
nx

Ve vecker & Colemn ek — R
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Special Cases

@ (Out product) A column vector times a row vector produces a matrix.

a1 aiby |aibo aibn
an arby axbo asbp
X [b]_ b2 . Q;,)] = . -~ Mxn
vy
dm @Xﬁ_ amb1 amb> ambn
mx\d |
—_— MQ i“f “X X

Column Vodw X ow Vedw
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Special cases

@ Let A be an mxn matrix,
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Theorems

If the sizes are consistent

a) (AB)C = A(BC)

b) A(B+ C) = AB+ AC
c)(B+ C)A=BA+ BC
)

)

ASSe L akive

d) (rA)B = A(rB)
e) ImA = Al,
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@ |AB # BA|in general. They are not even of the same size!

Ny Comm kot @

Example
Even if they are the same size it is in general not true

11 0 1
A=lo o 2= o
11 00
AB = 0 0 BA = 11
If AB = BA then A and B are commutable, but in general they are not.
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e If AB = AC and A # 0, we cannot conclude B = C

Example
Even if they are the same size it is in general not true

1 -1 1 2 3 4
A=l S =l 25
00 00
AB = [O O]'BA_ 0 O]
But we can clearly see B # C

Xiaohui Xie (UCI) CS 206 39 /204


xhx

xhx


Powers of a matrix

Definition: If A is an n x n matrix and if k is a positive integer, then A denotes the product

of k copies of A.
@: A---A (k times)

A% = | by convention.
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Transpose

@ Given an mxn matrix A, the transpose of A is the nxm matrix, denoted by AT, whose
columns are formed from the corresponding rows of A.

a1 a2 ... din ail a1 ... anl
a1 ax» ... an - a2 a» ... am
o If A= ] ] ) .|, then A" =
dml 4m2 --- Admn dlm a42m --- dnm
-
o (AN); = aji
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Properties of matrix transpose

If the sizes are consistent
o (AT)T=A
o (A+B)T=AT+BT
o (rA)T =rAT
(
(
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Inverse of a matrix

Definition: Let A be an nxn matrix. A is invertible if there exists an nxn matrix C such that
CA=AC =1,

If A is invertible, we denote C byf A=) and called it the inverse of A.
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The inverse of 2x2 matrices

A 2x2 matrix
a b
X
is invertible if ad — bc # 0, and in this case its inverse is

1 d —-b
Al =
ad — bc {—c a ]

where det(A) = ad — bc is called the determinant of A.
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Matrix Determinant

Assign a scalar to each n x n matrix A, called det A. Require it to satisfy three basic
properties:

Q det(/y) =1

© The determinant changes sign when two rows are exchanged.

© The determinant depends linearly on the first row.
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