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Abstract— Nowadays, searches for webpages of a person withwho used to live in your neighborhood in Champaign, lllinois
a given name constitute a notable fraction of queries to web using Google today. This is virtually impossible (or at keasry

search engines. Such a query would normally return webpages tiring) since the first 20-30 pages of a Google search of “Geor
related to several namesakes, who happened to have the queriedg, 5o+ retrns pages only about the President. In the clester
name, leaving the burden of disambiguating and collecting pages . . \ .
relevant to a particular person (from among the namesakes) on aPProach, ideally, all of the President's pages will be éold
the user. In this article we develop a Web People Search approach into a single cluster giving his namesakes an opportunitpeo
that clusters webpages based on their association to different displayed in the first page of search results. One might atftate
people. Our method exploits a variety of semantic information the use of context could improve the results of the standzacch
extracted from Web pages, such as named entities and hyperlinks, engines today and thus there is no need for clustering apipesa
b?/edIerrnnl())lr?:t?;?eart?%n?ef?:(?:i\?:?zzz rgIegSrd ;%g::)géﬁ Vg‘;btgggﬁg'However, this is not the case if you have very little knowledg
the efficacy of the disambiguation algorithms and its impact on about the pers?“ you ?re sear_chlng for. For example, assune t
person search. we are searching for “Tom Mitchell, the psychology professo
with his name and keywords “psychology” and “professor’eTh
search engine, e.g., Google, returns more than 2 differeoplp
(to be exact 13 different persons in the top 100 pages). Hence
the task of clustering the pages related to different peigpsill
l. INTRODUCTION valid even for the queries that include context.

Searching for entities is a common activity in Internet skar While the example above shows the clustered approach in a
today. Searching for webpages related to a person accomntsiositive light, in reality, it is not that obvious that it iedd is a
over 5% of the current Web searches [24]. Currently, it isedoretter option compared to searching for people using kegwor
using keywords. A search engine, such as Google or Yahdw@sed search supported by current search engines. lalyitiv
returns a set of Web pages, in ranked order, where each Welslusters identified by the search engine corresponded to a
page is deemed relevant to the search keyword entered (thenpesingle person, then the clustered-based approach wouldjbech
name in this casé) A search for a person, such as say “Andrewhoice. On the other hand, if clusters contained errors t{peil
McCallum” will return pages relevant @nyperson with the name people merged into the same cluster, or alternatively, parje
Andrew McCallum. the same person spread over multiple clusters) the adwmtag

A next generation search engine can provide significantlyemoof a cluster-based approach are not obvious. For instahdeg i
powerful models for person search. Assume (for now) that fd¥eb pages were randomly assigned to clusters, the cluasedb
each such Web page the search-engine could determine wragiproach could be worse compared to the state-of-the-be. T
real entity (i.e.,which Andrew McCallum) the page refers to.key issue is the quality of clustering algorithms in disaguiaiting
This information can be used to provide a capabilitichistered different web pages of the namesake.
person search where instead of a list of Web pages of (pggsibl In this paper, we make the following contributions. First w
multiple persons with the same name, the results are chgsteglevelop a novel algorithm for disambiguating among peofpé t
by associating each cluster to a real person. The clusterbea have the same name. Our algorithm is based on extractingfsig
returned in a ranked order determined by aggregating thie rdaant’ entities such as the names of other persons, orgamsa
of the Web pages that constitute the cluster. With each enlusénd locations on each Web page, forming relationships testwe
we also provide a summary description that is represestativ the person associated with the Web page and the entitiesceedr,
the real person associated with that cluster (for instanceénis and then analyzing the relationships along with features ss
example the summary description may be a list of words sudlfr/IDF, as well as other useful content including hyperlintor-
as “computer science, machine learning, professor”). Téer umation to disambiguate the pages. We then design a cluasedb
can hone in on the cluster of interest to her and get all pagegople search approach based on the disambiguation algorit
in that cluster, i.e., only the pages associated witit Andrew We conduct a detailed experimental study to (1) determire th
McCallum. effectiveness of the disambiguation algorithm and, (2) pare

Such cluster-based people search could potentially be véfgditional people search supported by current searcmesgyith

useful. Imagine searching for the Web page of “George BusHe clustered entity search built on top of the disambiguati
algorithm. Our results show that clustered person searfgrsof

Index Terms— Web People Search, Entity Resolution, Graph-
based Disambiguation, Social Network Analysis, Clustering

U;S‘gg‘igﬁ :égi\\/lgéhr\;};i gg“’%so“?Y ?év%a;go&‘;?’z':l"iggos significant advantages. The main contributions of thickrtare:

This research was supported by NSF Awards 0331707 and 083169 o A new approa_\ch for Web Peqple Search that shows high-

A preliminary version of this article has appeared as a shapep[29]. quality clustering results (Sections I1-1V).

1There are other people information search services as weth (s o A thorough empirical evaluation of the proposed solution
http://people.yahoo.com and http://find.intelius.cona forovide “background (Sections VII)

information” about people, such as current and previousesdas and a host .
of other information when available; our interest and foisi Web pages ~® A New study Qf the impact on search of the proposed
relevant to a person on the public Internet. approach (Sections VII-C).



In the subsequent sections we describe the proposed apgroac:
more detail. We start by presenting an overview of the oVere
approach in the next section.
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Il. OVERVIEW OF THE APPROACH

In this section we provide an overview of all the necessagp-al "
rithms and components for implementing the Web People 8earc

system. We take the middleware-based approach to develop ou PooTTTTTTTTT Locations " TTTTTTTTTTT
algorithms. In the proposed approach the processing of a use 3 @ ]

query consists of the following steps: | ||| | LTIl
1) User Input. A user submits a query to the middleware via

a specialized web-based interface. :r" T Hyperlinks/Email
2) Webpage Retrieval.The middleware queries a search en

gine with this query via the search engine API and retrieve

a fixed number (topK) of relevant Web pages. i

3) Preprocessing.The retrieved Web pages are preprocessei L [mccallum@os.umass.edu |
a) TF/IDF. Preprocessing steps for computing TF/IDR

are carried out. They include: stemming, stop wor Cs'umass'edf/mcallum

removal, noun phrase identification, inverted inde] ———{cs unass.edu/=nccallun/bio.nenl

computations, etc. oo :

b) EXII’QCIIOH. Named entities, and web related InformaT:ig. 1. Extraction of Named Entities and Web-related Inforfra Webpage.
tion is extracted from the Web pages.

4) Graph Creation. The entity-relationship graph is generated

paseltljl on data extracted on the preprocessing step (Sr%?étionships need to extractedoff the Web pages which we do
tion ). using information extraction (IE) software. In additionN@amed

5) Clustering. The clustering algorithm takes _the g_raphEntities (NEs), we also extract hyperlinks and email adsiss
TF/IDF values, and model parameters and disambiguaies, ., he Web pages, see Figure 1

the set of K) Web pages (Section 1V). The result is a set

of clusters of these pages with the aim being to cluster Wetf::;g ?ﬁ:trsgégspzf;?agﬁg \t,\cl)e tI:véSZ';f()erZ?\?s\t/:/th)t Isaaegrzaz
pages based on association to real person. w P ! pag

6) Cluster ProcessingEach resulting cluster is then processeimItles and the edges_ (_:orrespond o th_e_ relatlonshlpsgleetw
as follows (Section V): the Web pages and entmes_ or among entities. Thg graphiameat
algorithm is illustrated in Figure 2. When an NE is extractad
a) Sketches_.A_ set of keywords that represent the Wet?’lode is created for that NE to represent all NEs with the same
pages W'thm a cluster is computed for each _Clusmﬁame. For example, a person ‘John Smith’ might be extracted
The goal IS that the user should be able to find thI‘?om two different Web pages. A single node will be created
person of mt(_arest by looking at the sketch. for *John Smith’, regardless whether the two pages refeheo t
b) Cllust.er Ranking. Al clustgrs are rapked by a Chosensame person or to two different people. The node represkeeats t
criterion to be prgsented in & certain order to. the US%roup of persons that share the same name. The same holds for
c) Web, page Ranking.Once the user hor'1es N ON q5cations and organizations. A node is also created per @fdtie
particular cluster, the Web pages in this cluster afg,, ;) wep pages. A relationship edge is created between a node
presented in a certain order, computed on this StelOrepresenting a Web page and a node corresponding to each NE
7) Visualization of Results.The results are presented to thesytracted from that Web page. The relationship edges aesityp
user in the form of clusters (and their sketches) correspor}@aﬁonship edge between a Web page (node) and a persos) (nod
ing to namesakes and which can be explored further. || have a type distinct from a relationship edge betweenebW
The following sections will elaborate all of these stepsétail. page (node) and an organization (node) or a location (néds).
hyperlinks and email addresses extracted from the Web page a
[1l. GENERATING A GRAPH REPRESENTATION handled in an analogous fashion, that is, with nodes beieated
The core of our approach is based on analyzing entitid, correspond to these hyperlinks and email addresses @es ed
relationships, and features (instantiated attributes mtities) corresponding to the relationship with the page they anaeted
present in the dataset. For example, the word distributiside from, see Figure 3.

a webpage/document is frequently utilized as a topic featfr A hyperlink has the form [www.]d ,,. - -.d o.d 1/
that webpage/document in the literature. A webpage topit cpi/p o/ ---/p n. For example, for the URL
be captured using the TF/IDF methodology [5], or by othemww.cs.umass.edu/"mccallum/ , we have d3 =cs,

techniques [8], [39]. Our goal is to exploit entities andateln- dy =umass, d; =edu, and p; ="mccallum . We create
ships for disambiguation. However, unlike the problemisgtt a node for that hyperlink and connect it to the webpage via
of many disambiguation methods which work off a normalizethe edges that correspond to the ‘webpage-contains-liykierl
database, e.g. [2], [12], [15], [16], [20], in our problentts® relationship. Then we create a node for a shorter hyperlink,
we do not have the entities and relationships associateld witithout p,: dp,. ---.d 2.d 1/p 1/p o/ ---/p n—1 and connect
each Web page already available for use. Rather such erditi@ it to the node withp, via edge of type ‘hyperlink-partof-
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Fig. 2.

V «— 0 IV is the node set
E «— 0 //E is the edge set
NE < @ //INE is the set of named entities
L — 0 /IL is the set of hyper links in the document
for eachd; € D
v; «— CREATE-NODE(d;)
V —VuU{v}
NE «— EXTRACT-ENTITIES(d;)
for each ng € NE
v; < CREATE-NODE(Ne;)
V —Vu{v}
E — EU{(vi,v))}
L «— EXTRACT-HYPERLINKS-EMAILS (d;)
for each link, € L
vk« CREATE-NODE(linky)
V—Vu {’Uk}
E — EU{(vi,vx)} llcreate an edge
(Vi, E}) < CREATE-LINK-GRAPH(linky, vx)
V—VuV
E—FEUE
G —{V,E}
return G

Graph Creation Algorithm.

CREATE-LINK-GRAPH(L, v)

Fig. 3.

hyperli

V «— v IIV is the node set with type
E — 0 //E is the edge set
Vo — U
1 — 1
S « (SuB-DOMAIN (L))
while S still has sub domain
v; <+ CREATE-NODE(S, link)
V—~Vu {1}1}
E — EU{(vi—1,vs) }I type of relation issubdomainof
S «— (SuB-DOMAIN(S))
inc i
S — (PART-OF(L))
v; «+— CREATE-NODE(S, link)
V—VuU{v}
E — E U{(vo,vi)}I type of relation ispartof
while S still has sub directories (part of)
inc i
S« PART-OF(5)
v; «+ CREATE-NODE(S, link)
V—Vu {1}1}
E — EU{(vi—1, )}/ type of relation ispartof
return V, E

Link Graph Creation Algorithm.

nk’, see Figure 1. We continue this process [oy_1,

pr—2 and so on, until onlyd,,. ---.d 2.d ; part remains. We

then create a node for a shorter hyperlink, this time witho
dm: dm—l-

-...d 2.d ;1 and connect it to that withd,, via

edge of type ‘subdomainof’. We continue this process umtiio

d..d ; remains. Figure 1 illustrate this process for hyperlin
cs.umass.edu/ "mccallum/bio.html ,
via a chain of edges tamass.edu .

which is linked
Each of the hyperlinks

to optimize based on the nature of the graph.

IV. DISAMBIGUATION ALGORITHM

This section describes the algorithm for clustering Webegag
that is employed by the proposed solution. It takes as inpeit t
entity relationship graph described in Section Ill. It theses
a Correlation Clustering (CC) algorithm to cluster the pages
discussed in Section IV-A. The outcome is a set of clustetl wi
each cluster corresponding to a person. Sections IV-B an@ IV
explain how to assign edge label, used by CC, with the help of
a carefully designed similarity function. Finally, Sect® IV-D
and IV-E discuss how to calibrate this similarity function.

A. Correlation Clustering

We group the nodes representing the Web pages that belong
to the same person by employingCarrelation Clustering (CC)
algorithm [7]. Correlation clustering has been appliedha past
to group documents of the same topic and to other problems.
It assumes that there is a similarity functioitu,v) that for
any objects (e.g., documents)and v returns whether or not it
believes that: andv are similar to each other. Such a function is
typically learned on the past data. The overall clusterirapfem
is represented as a fully-connected graph, where each tobjec
becomes a node in the graph. Egehv) edge is assigned+”
(similar) or “~" (different) label, according to the similarity
function s(u,v). The goal is to find the partition of the graph
into clusters that agrees the most with the assigned labels.
interesting property of CC is that, unlike many other typés o
clustering, it does not takie (the number of the resulting clusters)
as its input parameter, whereads often difficult to determine
beforehand. Instead, CC determiriefrom the labeling itself.

The goal of CC is formulated formally as either to maximize
the agreement (the number of positive edges inside theectust
plus the number of negative edges outside the clusters)p or t
minimize the disagreement (the number of negative edgédeins
the clusters plus the number of positive edges). If thé and
‘—’ labels are assigned perfectly Byu, v), the right clustering
can be trivially obtained by removing all the negative edges
the graph: the remaining connected components will repteke
right clusters. CC is designed for the cases whgtev) is not
perfect and can mislabel some of the edges (this case iseftdir
interest to us), or when there is no notion of exact clusterg. (
clusters are for document topics).

For example, if the labeling is such that edgesv) and (v, w)
are labeled+’, but edge(u,w) is labeled -, there will not be
a clustering with perfect agreement with the labeling. Inegal,

I’gﬁe more accurate(u, v) in its labeling, the higher the quality of
the overall clustering.

The problem of CC is known to be NP-hard and various

pproximation algorithms have been proposed in the liteeat

e do not propose any new CC algorithm per se, we instead
focus on developing and learning a new accusgtev) function.

that correspond to the nodes in that chain are also mentioned

separately from the webpage itself, thus those nodes amenshd. Connection Strength

to be connected to the webpage.
At the end of this process, we have a complete graph repretion of the Connection Strengtliu, v) between two objects

sentation of the information that a clustering or disambtgan andwv, which is defined in this section.

algorithm can now work with. The algorithm is now abstracted Various disambiguation approaches have been developea for

from al

ny of the extraction details and can in fact self-tuself

To define the similarity function(u, v) we will need to use the

variety of applications. These approaches can be classifted)



several facets. One of these facets is tifyme of information the our functions(u,v) as a combination of the connection strength
approach is capable of analyzing. For example, to decidedf t c(u,v) and feature similarityf (u, v):

object descriptions (or two tuples in a table) co-refer. (refer to

the same entity/object), the traditional approaches wanklyze s(u,v) = c(u,v) +7f(u, v). 3
primarily objectfeatures[22], [35]. Another example areela- The similarity function s(u,v) labels data by comparing the
tional approaches, that analyze dependencies among co-refereSQ%ev) value against the thr;ashoﬂ;l wherer is a nonnegative real
decisions [32], [38]. Our proposed disambiguation aldonitis ur;wber. Namely, we use theband (“clear margin”) approach
based on analyzintyvo types of information: object features an hich labels eac,mu v) edge according to the following ruIeS'l
the Entity-Relationship graph (ER graph) for the datasefir], ’ '

[27], [28] it has been shown that complementing the tradélo +1 if s(u,v) > 7+ 6;
methodology of analyzing object features with analysishef ER =1 if s(u,v) <7 —6; 4)
graph can lead to the improved quality of disambiguation. 0 otherwise.

The idea is that many real datasets are relational, and thus
can be viewed as a graph of entities, represented as node®t is, if the value of(u,v) is inside thes-band ofr, then the
interconnected via relationships, represented as edgededide algorithm is uncertain whether and v are similar and reflects
whether two object descriptions co-refer, the approactyaes that by assigning the zero (*don’t know”) label to the, v)
not only their features, but also the paths that exist in tRe ESdge. It assigns the1 label to (u,v), whens(u,v) exceeds the
graph between those two object descriptions. threshold by the clear positivé margin; and it assigns the1
The motivation behind analyzing features of two objectnd label similarly. This labeling scheme allows the algorittoravoid
v is based on the assumption that similarity of features ahd Ccommitting to+ or — decision, when it does not have enough
v defines certain affinity/attraction between those obj¢¢tsv), €vidence for that.
and if this attraction is sufficiently large, then the objeate likely =~ TF/IDF. The proposed solution employs the standard TF/IDF
to be the same. The intuition behind analyzing paths is aimil scheme from the area of Information Retrieval to compute its
the assumption is that each path between two objects carfi@ature-based similarity(u, v) [5]. First, the standargreprocess-
in itself certain degree of attraction. A path betweerand v iNg steps are applied to all the documents, including elimameti
semantically captures (perhaps complex and indirectjdntions Of stop words, stemming, using only noun phrases for keysjord
between them via intermediate entities. If the combinechetipn and deriving larger terms [5] Assume that the entire document
of all these paths is sufficiently large, the objects arelfike COrpus consists o documents (that is, topx webpages) and
be the same. An in-depth insight into the motivation for thigontainsi distinct termsI’ = {t1,¢2,...,¢y}. Then each docu-
methodology is elaborated in [27]. mentu can be characterized by vecior= {wq1,wy2, - .., Wy N }-
Formally, the attraction between two nodesndv via paths Herew,; is the weight assigned to tertp for documentu. This
is measured using theonnection strengtmeasure:(u, v), which Weight is computed asv,; = (3 + ymas— ) loga-, where

is defined as the sum of attractions contributed by each path: i iS the number of documents in the corpus that contain term
t; and n,; is the number of occurrences of tertnin u. The

c(u,v) = Z Wwp. (1)  similarity f(u,v) between two documents andv is computed
PEPuny using the cosine measurg(u,v) = cos(u,v) = ‘L‘l‘”‘",‘

Here P,, denotes the set of all-short simple paths between EN .
uw and v, and w, denotes the weight contributed by path A \/ZN 2 \/ZN w2
path is L-shortif its length does not exceetl and issimple if it =1 =1
does not contain duplicate nodes. The weight pationtributes
is derived from the type of tha'.[ path, and thus paths of theesamy Training the Similarity Function
type contributes the same weight. The sequence of nodes type | " i ) )
and edge types determine the type of a path: two paths hawing t As in traditional Ieallrnlng., to train the(u,p) function, we
nodes of the same type connected via edges of the same type®gre!Me the p‘a,st data} '? available. That data is fully andm
considered to be of the same path type. The number of possitjeled with & and ‘' for each (u,v) edge. The learning of
path types, forL-short simple path, is limited per each domains(%-v) iS carried based on the way the algorithm assigns the
Let w,, be the attraction associated with a path of typéet Py, labels, that is, according to rules (4) from the previougisac
consist ofe; paths of type 1o paths of type 2, ...¢, paths of Namely, for eachu,v) edge, we should require that:

typen. Then Eq. (1) can be equivalently written as: s(u,v) > T+ if (u,v) is labeled 4+;
{ s(u,v) <7 —48 if (u,v) is labeled ~'.

L Wi W

®)

c(u,v) = crywy + cowg + -+ - + cpwn. (2)

In the next section we will discuss how the concept of connec-However, in practices(u, v) is unlikely to be perfect, and that
tion strength:(u, v) can help designing a better similarity functiorwould manifest itself in cases where Inegs. (5) will be viethfor

s(u,v). some of theu, v) edges, making the whole system (5) intractable.
This problem is analogous to that found in SVMs, and it can be
C. Similarity Function resolved in a similar manner: by adding slack to each inéyual

Our goal is to design a powerful similarity functistu, v) that in (5) and then requiring that the overall slack be minimiZEde

would minimize mislabeling of the data. We will design a flaei >The larger terms have been constructed from the neighborng k

function s(u,v), such that it will be able to automatically self-yordsjterms that, when taken together, constitute a distioacept in an
tune itself to the particular domain being processed. Westtoot ontology. We have used DMOZ ontology.



overall system becomes: While »n is not known, we can compute its estimated value
A, by running the disambiguation algorithm with a fixed value

Constraints: of w™. The algorithm would output certain number of clusters

0=d9 5 for all 7, which can be employed as an estimationnoflt should be
8(u, 0) + Euv > T+5 for a” + g noted that the overhead for this extra computation is mihima
$(u, 0) = Guv <7 — orat - ©)  the paths once discovered, need not be rediscovered sdound t
0 < &uw for all u,v

Thus the extra cost of such an estimation is equivalent tadise
_ L of running pure CC algorithms on already labeled graph, fvhic
Objective: Minimize},, &uo is less thgnpa miIIiseC(?nﬂ ’ o

Here, s(u, v) is computed according to Eq. (3), whereifu, v) The next question we need to address is how to choosg@:)

is computed according to Eq. (2). The task becomes to sotve fHnction. A straightforward solution would be to try to fit arve
linear programming problem (6) to determine the optimatigal to data. While this approach succeeded for smaller web elatas
for path type weightsw,ws,...,w, and thresholdr. Linear In practice the following simple function has proven to worél|
programming is known to have efficient solutions [25]. across all the web datasets. The valuavof(7) is chosen to be

There are two interesting properties of Linear Program (64€0 when? is less than a certain threshold, and it is chosen to be
First, in many disambiguation techniques, and in clustgim —1 when it is above this threshold. The value for this threshold
general, it is often a nontrivial issue to set the thresholthereas itself is learned from data.
in this caser is simply learned from data. Second, finding the
exact value of the optimaly, to get the best results, turned out V. INTERPRETINGCLUSTERING RESULTS
to be not a critical issue, as wide range of values neighgorin Given a set of Web pages related to a particular name the
the optimal o will lead to similar results. The reason is thaldisambiguation approach above generates a set of clusters.
the constraints of Linear Program (6) do not include staom@l now describe how these clusters are used to build peopletsear
constants except fofy: they includew’s, &'s, 7's, d's, which are  Recall that for people search our goal is to first provide theru
variables, andy (a variable) multiplied by various constants thafyith a set of clusters based on association to real persoa. Th
correspond to the according TF/IDF values. This createsffeet task is now to: (i) Rank the clusters. (ii) Provide a summary
where all these variables scale upgifis increased, and down if description with each cluster. Ranking and summarization a
it is decreased, tuning itself & and the labeling. defined as follows:

Cluster rank: Search engines (e.g., Google) return pages in
order of relevance to the query based on the algorithm they us
For each cluster we simply select the highest ranked pagetfie

Loosely speaking, with+/* —’ labeling, a correlation cluster- page with the numerically least order based on standaratsear
ing algorithm will assign an entity: to a cluster if the number engine result) and use that as the order of the cluster. Ttstec!
of positive edges betweein and the other entities in the clusterorders now form the basis for cluster ranks.
outnumbers that of negative edges. In other words, the nuofbe  Cluster sketch: We coalesce all pages in the cluster into a
positive edges is more than half (i.e., 50%). However, we mese single page. Then after removing the stop words we compete th
that when CC is applied to a particular real-world domain, anF/IDF of the remaining words for the coalesced page. The set
entity might need to be assigned to a cluster for a diffenettion of terms above a certain threshold (or tdpterms) is selected
of positive edges than 50%. For instance, if for a given domaiand used as a summary for the cluster.
to keep an entity in a cluster, it is sufficient to have only 25% Web page rank: When the user explores a particular cluster
percent of positive edges, then by using = +1 weight for we first display all pages in that cluster. These pages aptagisd
all positive edges andb™ = —3 1 weight for all negative edges according to their original search engine order. We alse thie
will achieve the desired effect (sin@e25 x1=0.75x %). One remainder pages (i.e., pages in the tapnot in the selected
solution for choosing a good value for the weight of negativeluster) and compute their affinity to the selected clustére
edgesw™ is to learn it on past data. remainder pages are then displayed in order of the affinithéo

It is possible to design a better solution, based on theviaig selected cluster. Affinity is defined as:
observation. Assume for now that we know the number of Affinity to cluster: The affinity between a Web pageand a
namesakes: in the top k& Web pages being processed by thelusterC is defined as the sum of the similarity values between
algorithm. If n = 1 then choosingv™ as small as possible, thatthe pagep and each page in the clusterC:

E. Choosing Negative Weight

isw™ =0, is likely to produce the best result. This is because ‘

when w~ = 0, there will be no ‘negative weight' for CC to affinity(p, C) = Z (p,v)

prevent merging and all the pair connected via positive sdgk vec

be merged. Similarly, ifr = k, it is best to choosev™ = —1. The clustering is not always perfect and it may be the case

This would produce maximum negative evidence for pairs ntitat the pages for one real individual are actually spreadsac
to be merged. Thus, instead of using a fixed valueor, it multiple clusters. However, since remainder pages ardajisg
might be possible to pick a good value fer- specifically for as well, the user has the option to get to these Web pages too
the topk webpages being processed, based on a functiom of ultimately. Also it may be that based on the cluster sumrsatie

w- =w (n).
This observation raises two issues. The first one issiHatnot 3We believe that the value ef can serve as an important factor for choosing
: values for other parameters of any web disambiguation teaksjgbecause

known to the algorithm beforehand. The second is how to @00Qgep data can be quite diverse. Thus, the described techmiqupickingw—
w™ (n) function. based om might be helpful in choosing other parameters in general ak wel
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Fig. 6. Analyst derived graph outof Fig. 7. G2 : this is what is
P1 P2
@ @ @ . @ . @ GS. 4. People connected via ‘are- used by [33} “T'he graph for the
. related edges that correspond to co- shortest path, used by [26], hap-
Fig. 4. SampleGuv: plotted  Fig. 5. Name co-occurrence gythorships. Used by [31]. All in- pens to be the same.

subgraph for G5 used by

[10]-[13], which rer on the co-

occurrence property. If it does not
hold for a domain, then no graph will
be extracted.

G, a,- Pruned GL, is obtained
by removmg certain edge types:
say by removing all ‘visited’ edges.

user may not be able to identify the cluster of pages assatiat
with the real person she is looking for. We also provide the
original list of (unclustered) pages from the standard dear

engine and in this case the user can examine this list of pages

VI. RELATED WORK

Disambiguation and entity resolution techniques are kegnip
Web people search applications. In Section IV-B we haveadire
overviewed several existing entity resolution approachemting
out that they rely primarily on analyzing object features ritak-
ing their co-reference decisions. In this section we firgrailew
our past work and compare it with existing disambiguatiorrkwo
in Section VI-A. We then discuss existing Web people search
applications in Section VI-B.

A. Disambiguation

We have developed several disambiguation approaches in the
past. The approaches in [27], [28], [36] solve a disambiguat
challenge known as Fuzzy Lookup. To address the web page
clustering problem, studied in this article, one needs tresb
a different type of disambiguation, known as Fuzzy Grouping
These disambiguation challenges are related but diffeagt we
are unaware of any work that would solve the former using the
latter. In Lookup, the algorithm is given a list of objectsdahe
goal is for each references in the dataset to identify whiglea
from that list it refers to [27], [28]. For grouping, no sudktlis
available, and the goal is to simply group all of the refeesnc
that co-refer [10], [13].

Besides the differences in the types of problems, the solut
[27], [28], [36] is also completely different: it reducesetdisam-
biguation challenge into a global optimization problem veaes in
this article a clustering approach is employed. While tHatgm
in [17], [18] also addresses the entity resolution probleng
clustering algorithm proposed in this article, howevedifferent:
it is based on correlation clustering (Section IV-A) andnitoys
a supervised learning approach for tuning to the dataseitgbei
processed (Section IV-D).

Most related techniques.The differences among our disam-
biguation methodology and most related existing work arétimu
level (see Table I). Critical to understanding the diffexes is
the notion of theconnection subgraptG{;v for two nodesu
andv, which is defined as the subgraph of the entity-relationship
graph formed by the nodes and edges offlahort simple paths
betweenu andwv [21]. The differences can be summarized as:

o Level 1: Problem Type. There are two different common

types of the disambiguation challenge: (fuzzy) Lookup [27]
[28], and (fuzzy) Grouping [10], [13].

formation not about “author-writes-
paper” is lost.

Level 2: Data wrt GL,. Most of the existing techniques are
different from our methodology as they do not analyze the
same type of data: specifically our methodology is based on
analyzingGZ, and the majority of the existing techniques
do not analyzeGﬁv at all. For example, in the recent Web
People Search Task (WEPS) at SemEval workshop [3], the
participated algorithms that achieved the top three plafles
exploit extended rich features such as Named Entities or
URLs extracted from the web pages, while no relationships
are analyzed as in our approach. Then, there are some recent
techniques that might be able to analyze portiong:bf if
certain conditions are met, e.g. see Table I. Let us take, for
instance [12] by Bhattacharya and Getoor, which summarizes
the approaches covered in [10], [11], [13]:

— Name co-occurrence.The approach in [12] analyzes
only co-occurrences of names of authors via publi-
cations for a publication dataset. Figure 4 illustrates
a sampIeGﬁv for the scenario where authors write
publications and can be associated with some depart-
ments and organizations. When analyzing authéys
and A4, the approach in [10], [11], [13] would only
be interested in authors, which is a co-occurring
author in publicationg?, and P», which are connected
to A; and A4 respectively. That is, [12] would be
interested only in the subgraph shown in Figure 5. Our
methodology instead analyzes the whal&,.

— Restrictions on types.The approach in [12] under-
stands only one type of relationship (“writes” in this
case) and only two types of entities: person (“author”)
and container (“publication”). Our approach can analyze
all of the types of relationships and entities present in
GL,.

There is also recent work, e.g. [26], [31], [33], which bsild
on our work, but often still analyzes just portions @f;,.

For instance, [26] analyzes only the shortest path between
u andv. The adaptive approach in [33] analyze$,, see
Figure 7. Another interesting solution [31] simply looks at
people and connect then via ‘are-related’ relationships, s
Figure 6. There, people can be ‘related’ if for instancerthei
names co-occur on the same webpage. The solution however
can analyze only one type of the ‘are-related’ relationship
whereas there can be different types of such relationships
in a given domain, since people can be related for different
reasons.

Level 3: Analysis of GZ,. Those existing research efforts
that analyzeG%, do it differently from our methodology.
Our methodology is based on analyzing pathsPn, and
building mathematical models fefu, v), which are affinity-

on RandomWalk-based models. The existing work (e.g.,



TABLE |

DIFFERENCES AMONG EXISTING TECHNIQUES WITH REGARD TO THE WAYHEY ANALYZE Gﬁv-

| Approach [ Problem [ Data wrt G¥, | Analysis of G, | Overall Solution | Dom. Dep.
Proposed | Grouping GEL, Supervised Learning Correlation Clustering | Indep.
[27], [28] | Lookup PrunedGZ, RandomWalk Optimization Problem | Indep.
[36] Lookup GEL, Adaptive Optimization Problem | Indep.
[17] Restricted PrunedGL, RandomWalk Partitioning Indep.
Grouping
[18] Grouping GEL, Adaptive Merging Indep.
[10], [11] | Grouping Name co-occurrence | Group Distance Merging Some domains
[13] Grouping Name co-occurrence | Group Probability LDA, Gibbs Sampling | Some domains
[12] Grouping Name co-occurrence | Summary of [10], [13] | Summary of [10], [13] | Some domains
[31] Grouping [Are-related GrapH] Limited RandomWalk | Hierarchical Clustering | Some domains
[20] Grouping [Co-ref. Dep. Grapi] | Analysis of co-reference Merging Indep.
dependencies
[8] Group Iden-| [Web Graphf Analysis of ‘Link Struc- | LS + A/ICDC Some domains
tification ture’ intersections
[26] Lookup Shortest Path Length of SP Ranking based on LSP| Some domains
[33] Lookup G2, (ei,L=2) Adaptive RandomWalk | Sparse Matrix Multipli-| Indep.
cation, Kernel, Ranking
[24] Version of | Name co-occurrence | Similarities among the Minimum spanning tree; Some domains, requ-
Lookup nodes ranked output ires knowledge bases|

aAre-related Graphis an analyst-derived graph of people (nodes), conneceedave-related” edges.
bCo-ref. Dependence Gragh an analyst-derived graph, encoding dependencies (edgesng co-reference decisions (nodes).
®Web Graphis a graph with one type of nodes (webpages) and one type @fsehyperlinks).

[27], [28]) is often not path-centric and uses domain-digeci contextual features of word with the knowledge of word senie

or probabilistic (e.g., [13]) techniques to analyze theedir is important to decide which information to include for trentext
neighbors. Some techniques are based on just analyzing tbatures to best represent the ambiguous word. On the cdinel, h
shortestu-v path [26]. how to use the external knowledge sources and what knowledge
Level 4: Way to usec(u, v). Finally, onceGL, is analyzed, to exploit is a fundamental problem to solve in WSD. Many
disambiguation approaches have to use the results of thésearchers have proposed various approaches, such a@s usin
analysis in making their co-reference decisions. The wagxical knowledge associated with a dictionary, buildiegnantic

we use it is also different. For instance, [10], [11] employetwork as is done by WordNet, etc. There are both supervised
agglomerative clustering. In our previous work [27], [2B§t and unsupervised approaches for WSD problem, depending on
disambiguation problem is converted into an optimizatiowhether or not there is a sense-tagged corpus availablaiamty
problem, which is then solved iteratively. In this articke, dataset. For unsupervised approaches, a trend is to ustviteor
correlation clustering approach is employed (Section )V-Arecursive algorithms to sense-tag the words with a finite bem
which utilizes supervised learning for tuning itself to thef processing cycles. In each step, such algorithms wotleei
dataset being processed (Section IV-A). remove irrelevant senses or tag some words by synthesizing t
Level 5: Domain-independence.Once our framework is information from previous steps. For supervised approgdhath
provided with the entity-relationship graph for a datastet, hidden models (e.g., EM) and explicit models (e.g., Log hine
processes it the same way, regardless of the domain, thatMsdel) have been used, depending on whether the features are
it is domain-independent. Some of the existing techniquelrectly associated with the word sense in training data.

are applicable to only certain types of domains or just one If we view the ambiguous word as a reference and the word
domain. For instance, the approach in [12] only appliesense as an entity, then the two instances of WSD problem are
to datasets where “noisy references to person entities (esgmilar to the Lookup and Grouping instances of Entity Resol
author names) are observed together (e.g. in publicationdjon/WePS. Because of this similarity, the proposed apgresa

i.e. domains where the co-occurrence property holds. are frequently similar at a high level. There are some loees

WSD. Natural Language Processing area studies relat ﬁferences among the WSD and WePS problems. For instance,

problems of “Word Sense Disambiguation” and “Word Sen Qr WSD we can often assume that there is a dictionary of
Discrimination” [34], [37]. The goal of the first problem i t all word senses (perhaps imperfect), which can be employed

determine the exact sense of an ambiguous word given a ﬁg{netlm_es quite effectively. Cl_JrrentIy, .SUCh acomple_dmaﬂnary
of word senses. The task of the second is to determine Whi|(§h|nfea3|ble for Wel_Dé.In ad_dltlon, while a word typically has
instances of the ambiguous word can be clustered as shsmngqnly a few semantic meanings, a reference to a person, e.g.,

same meaning. 4That is, there is no complete list of all people in the world anddataset
The research on WSD mostly focuses on how to match thssts that associates the right keywords/tags/informatih every person.



“J. Smith”, can be much more uncertain. The different naturevhere the persons are famous or prominent (famous enough for
of domains also contribute to the differences of the WSD and to have compiled information about them in advance), edwer
WePS problems and solutions. For example, the part of sgagchour approach does not rely on any such pre-compiled knowledg
associated with a word can significantly help in disambigigat and thus will scale to person search for any person on the Web.
the word sense in WSD. On the other hand, the POS tag assigieén in the case where pre-compiled knowledge exists thelske
to a reference play much less significant role in the case ¢fSVe comparison approach of [24] is limited since it relies on paso-
There are many other interesting related disambiguation-te occurrence, see Table I.
niques, and we could not mention all of them in this article. The approach of [8] is based on exploiting the link structoire
Instead, we next describe the techniques and applicatiweis tpages on the Web, with the hypotheses that Web pages bedpngin
deal directly with Web Search. to the same real person are more likely to be linked together.
Three algorithms are presented for disambiguation, thieiijast
B. Web People Search exploiting the link structure of Web pages, the second dtlgoris

There are some research efforts [1], [4], [8], [14], [40]1]4 ba_sed:n vlvord siTiIa/rci;[ies t|>etweetr_1 dogumtt)alntscc’lmdt dF’e@%W
that have explored the problem of entity disambiguationhia ¢ USing Agglomerative/Longiomerative Louble LIus erindig),

Web setting. We empirically compared our approach to some %‘P third approach combines link analysis with A/DC clusigs

the state of the art techniques in Section VII. Web peoplecbea
applications can be implemented in two different settinQae
is a server-sidesetting where the disambiguation mechanism is In this section we empirically evaluate the proposed apgroa
integrated into the search-engine directly. The otheingeis a First, in Section VII-A we describe the experimental setup.
middlewareapproach where we build people search capabilitié¢ext, Section VII-B covers experiments that evaluate therai/

on top of an existing search-engine such as Google by “wngfipi disambiguation quality of various algorithms. Then, SmctvII-

the original engine. The middleware would take a user quel, studies the impact of the new cluster-based interface dn we
use the search engine API to retrieve tapWeb pages most search. Finally, Section VII-D concludes the experimeatalua-
relevant to the user query, and then cluster those Web pages b tion with a study of the efficiency of the approach. Specifica

on their associations to real people. The middleware apprig shows that the overall query response time is largely detean
more common, as it is difficult to conduct realistic testirfgltee by the time needed to preprocess the webpages, and that the
server-side approach, due to the lack of direct access teelnieh clustering time itself is just a small fraction of the respertime.
engine internal data. In this paper, we also take the midaliew

based approach to develop our algorithms. A. Experimental setup

There are a few publicly available Web search engines q . | | d
that offer related functionality in that Web search results Datasets. We conduct experiments on several real data sets

are returned in clusters. Clusty (http:/www.clusty.cofrym for disambiguatio_n of people on _the Web. Each dataset has bee
Vivisimo Inc., Grokker (http:/www.grokker.com), and Kao Ccreated by querying the web using the Google or Yahoo search

(http:/Awww.kartoo.com) are search engines that retunstered €nN9in€ With a number of different queries. A query is either a
results. However the clusters are determined based oséutggn PE'SON nName, or a person name along with context keywords.
of broad topics (for instance research related pages cautd f The top 100 returned webpages of the Web search were gathered

one cluster and family pages could form another clusterjagep O €ach person. To get the “ground truth” for these dataseés
source, also the clustering does not take into account tetfat pages for each person name have then been assigned totdistinc

multiple persons can have the same name. For all of thesaeengireal persons by manual examination. The three datasets wee ha
our disposal are:

clustering is done based on entire Web page content or basedb
1) WWW'05 Dataset. Dataset used by Ron Bekkerman and

the title and abstract from a standard search-engine result ) .
Zoominfo (http://www.zoominfo.com) search engine is an ex ~ Andrew McCallum in WWW'05 [8]. It contains webpages
for 12 different people names.

ample of person search on the web. This search engine isasimil
to the one proposed in this article. It also extracts the mame 2) WEPS Dataset. Dataset used in Web People Search Task
entities and after that applies some machine learning atal da  (WEPS) at SemEval workshop [3]. The original WEPS data
mining a|gori'[hms to |dent|fy different peop|e on the wehutB consist of theTrial, Training, andTestportions. The WEPS
this system has high cost and low scalability because theoper Trial portion contains webpages for 9 person names, and it
information in the systems is collected primarily manually is the same dataset used by Artiles et al. in [4]. The WEPS
Among research efforts, such as [1], [4], [8], [11], [14]0[4 Training consists of webpages for 49 person names: 7 from

VIl. EXPERIMENTAL RESULTS

[41], the approach of [24] is somewhat similar to our apphoiac
that there is exploitation of relationships for disambitgua how-
ever the assembly of relationships and approach to expiostich

Wikipedia, 10 from ECDL, and 32 from the U.S. Census.
The WEPS Test part consists of 30 person names: 10 from
Wikipedia, 10 from ACLO6, and 10 from U.S. Census.

relationships are quite different as we now explain. Theaggh  3) Context Dataset. This dataset is generated by us, by
in [24] starts with constructing a ‘sketch’ of each Web page  issuing 9 queries to Google, each in the form of a person
(representative of a person with the name) which is essigngia name along with context keywords.

set of attribute-value pairs for ‘common’ distinguishintyi@utes From the pages of the datasets, we constructed the graph to
of a person such as his affiliation, job title etc. To condtthe be analyzed, by extracting entities and creating the oelatiips
sketch however a variety of existing data sources (such d$PPB as described in Section Il. We used GATE [19] system for the
and some pre-constructed specialized knowledge bases ésucextraction of named-entities (NEs) from the Web pages in the
TAP) are used. This approach is thus restricted to persaolea dataset. We used the system “as-is” i.e., without providing



TABLE I
OVERALL QUALITY COMPARISON

WWW'05 Dataset]] WEPS Training datasefl WEPS Test datasdt
Method B-Cubed | Fp B-Cubed | Fp | B-Cubed [ Fp
Baseline 0.746 | 0.821 0.719 0.791 0.663 0.732
s(u,v) = c(u,v) 0.795 | 0.844 0.757 0.816 0.739 0.791
s(u,v) = c(u,v) +vf(u,v) 0.805 | 0.850 0.771 0.837 0.763 0.814
s(u,v) = c(u,v) + vf(u,v),w” =w™ (f) 0.824 | 0.864 0.780 0.843 0.770 0.820

additional training, rules or data. The extraction of eéesit while results have been found to be significant, even doas low
not perfect, is of reasonably high accuracy. We also employas 0.001 for some experiments. The exception is the context
some standard word stemming and fuzzy matching (consolglatexperiment, where the results have been found to be sigmifica
“U.S.” and “United States”, etc.) over the extracted eesitas a for a = 0.07.

cleaning step.

To train the free parameters of our algorithm we apply leav
one-out cross-validation on smaller datasets, includiryWo05,
WEPS Trial, and Context datasets. For the full WEPS dataset)n this section we present a set of experiments that study the
before the “ground truth” for its WEPS Test portion was rekgh quality aspect of the proposed approach. Experiment 1 sesses
by the organizers of the workshop, we tested our approach iwe overall quality of the proposed approach. Experiment 2
the WEPS Training set by two-fold cross-validation. Thatwge evaluates its quality on a disambiguation problem knownhas t
randomly divided the dataset into two halves, such that edich Group Identification. Experiment 3 studies the quality oerigs
the subsets (i.e., Wikipedia, ECDL and US Census) are divideith context. The last experiment in this section evaluates
randomly into two halves. Then we trained on the 1st half argqlality of the algorithm for generating cluster sketches.

:)efs;[ﬁg ?Zstzﬁs%n:f’tzrn?hvécfg\;gli% ?Pudtr:t]eor]lVxéggor_lt_ggttm:nExperiment 1 (Disambiguation Quality: Overall). Table II

became available, we trained our algorithm on the whole WEI'-"‘j mw(s)tsra;ﬁz ﬁépg\érzrtaallge?;sal_'rgrt;guz;;ltinc(guqzj\)lltr}(le F:Z:fs °
Training portion and tested on the WEPS Test portion. ’ B, ) = A P

Quality Evaluation Measures. Following suit of WEPS t?:aiﬁ’groua;[?oghﬁzztoglyrt::ciorr;‘izgtfrﬂ sgﬁrgﬁéhé;;amplﬁgeﬂgd
challenge [3] and Artiles et al. [4], we use the B-cubed [61 9 ' bp y

and Fp measures for assessing the quality of disambiguétio ntities and hyperlink information, and it does not use DF/I

B-cubed is considered to be a better measure thanand ethod S(y’v) = c(u,v) %Wf(u’ v) complements the previous
o . - . method with the analysis of the features of webpagés v),
many other measures, as it is more fine-grained and it does no

. . A . in"the form of their TF/IDF similarity. The last row in the t&b
have as many measuring anomalies (counterintuitive miggsur S - .

. - represent the approach which, in addition to the above,@Etds
outcomes). Thus we will use B-cubed as our primary measure

; ; . ; o w™ according to the functiom™ (72) of the predicted number of
xotrheisds;%”eerd discussion of quality metrics is beyond thepsc namesakes, as has been discussed in Section IV-E.

Baseline Methods. In addition to comparing our algorithm The table shows that, as expected, each subsequent method

to prominent solutions and the state of the art, we also use {hchleves better results than the previous one. The proposed

Agglomerative Vector Space clustering algorithm with THF approach gain.s 7.8% improvement in, terms of B'CUb?d measure
as our Baseline method. This method is widely employed asoie’ the baseline approach on WWW'05 datqsgt apd it gets 6.1%
benchmark to evaluate similar tasks, e.g. in [4], [8]. Theshold |mprovement_ on WEPS Tra|r_1|ng dataset (training is by twidkfo
parameter for this method is trained the same way as dmus%o_ss_-val!datlon) and 10.7% 'mpro"‘?“."e“‘ on WEP.S Test datas
training is on the whole WEPS Training set). The improvetnen

above. . 2 A
v dis statistically significant at the 0.05 level for WWW’05 dagt

Statistical significance test. We used the standard 1-taile q he 0.001 level for WEPS d The | .
paired t-test, witho = 0.05, to measure the statistical significancé’jln at the 0. evel for atasets. The improvement Is

of our results when compared to other approaches. All of tﬁéso evident in terms off, measure. _
We also compare the results with the top runners in WEPS

®B-cubed: For each reference (where references are webpages in thighallenge [3]. The first runner in the challenge reports 0.78
case) B-cubed computes st of references that co-refer with according Fp and 0.70 for B-cubed measures. The proposed algorithm

to the ground truth. The term “co-refer” means refer to the sabject. It also .
computes setl,. of references that co-refer withaccording to the clustering outperforms all of the WEPS challenge algorithms. Some ef th

produced by the algorithm. For referenceit computes Precision,, = learning approaches in WEPS challenge have not shown as good

L8l and Recall, = Ar05+L 1t then computesPrecision (Recall)  results as anticipated. This has been attributed to the thett

as averagePrecision, (Recall.) over all references. Finally, it computes (1) the WEPS Training and Test datasets are small, and (2)

Fp as the harmonic mean dPrecision and Recall. . . .
Fo: Fp Is computed as a harmonic mean dPurity and these datasets have different properties such as diffexemage

InversePurity. Let S = {S1, Sz, ..., 55} be the set of the original ambiguity. These factors might have resulted in overfitforgthe

%_. Testing Disambiguation Quality

(ground truth) clusters of references (webpages in thie)caset A = models used. On the other hand, Table Il shows that the pedpos
{A1,A2,..., Aja} be the set of clusters according tc" a d's‘amb'gu%arning model is stable on the WEPS dataset.

. . . A; A;NS; . . . .

tion algorithm. Then Purity = >, _, %maijes a7~ and Disambiguation Quality per Namesake. Tables IV and V

InversePurity = 3¢ _o il maxa,ea Y1272, where R is he set demonstrate more detailed (per queried name) results for th
J J

of all references (all webpages). experiments on WEPS trial and and WWW’05 datasets. WEPS
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TABLE Ill
QUALITY OF GROUPIDENTIFICATION. VALUES IN BRACKETS SHOW THE ABSOLUTE IMPROVEMENT OVER[8].

WWW’05 Algo. Baseline Algo. New Algo.
Name H#W || #C [ #1 [ F-measure || #C [ #l | F-measure #C | #1 [ F-measure
Adam Cheyer 96 62 | O 78.5 75 | 1 87.2(+8.7) 94 | 0 | 98.9(+20.4)
William Cohen 6 6 4 75.0 5 0 90.9(+15.9) 4 0 | 80.0(+5.0)
Steve Hardt 64 16 | 2 39.0 40 | 7 72.1(+33.1) 51 | 2 | 87.2(+48.2)
David Israel 20 19 4 88.4 14 2 77.8(-10.6) 17 2 87.2(-1.2)
Leslie Kaelbling 88 84 | 1 97.1 66 | O 85.7(-11.4) 88 | 1 | 99.4(+2.3)
Bill Mark 11 6 9 46.2 9 | 17 48.6(+2.4) 8 1 | 80.0(+33.8)
Andrew McCallum || 54 54 | 2 98.2 52 [ O 98.1(-0.1) 54 | 1 | 99.1(+0.9)
Tom Mitchell 15 14 | 5 82.4 15 | 2 93.8(+11.4) 12 | 5 75.0(-7.4)
David Mulford 1 1 0 100.0 0 1 0.0(-100.0) 1 0 | 100.0(+0.0)
Andrew Ng 32 30 | 6 88.2 27 | 1 90.0(+1.8) 25 | 1 86.2(-2.0)
Fernando Pereira || 32 21 | 14 62.7 23 | 17 63.9(+1.2) 25 | 11 | 73.5(+10.8)
Lynn Voss 1 0 1 0.0 1 0 | 100.0(+100.0)[| O 0 0.0(+0.0)
[ Overall [ 455 313 47 ] 80.3 [[327]47] 824(+21) [[379] 24 92.1(+11.8)]
TABLE IV TABLE V
QUALITY ON WEPS TRIAL DATASET. VALUES IN BRACKETS SHOW THE QUALITY ON WWW’05 DATASET.
ABSOLUTE IMPROVEMENT OVER[4].
[ Name [ # [[ B-Cubed] Fp |
[ Name [ # ] BCubed][ Fp | Adam Cheyer 2 979 199.0
Ann Hill 55 92.0 92.9(+4.9) William Cohen 10 87.3 93.1
Brenda Clark 23 88.1 93.2(+5.0) Steve Hardt 6 80.4 88.3
Christine King 29 79.0 84.6(+17.6) David Israel 19 85.0 85.5
Helen Miller 38 92.8 93.9(+31.9) Leslie Kaelbling 2 98.9 99.4
Lisa Harris 30 74.2 76.3(-6.7) Bill Mark 8 89.2 79.5
Mary Johnson 54 90.6 90.6(+15.6) Andrew McCallum || 16 93.3 95.2
Nancy Thompson|| 47 78.6 81.7(+0.7) Tom Mitchell 37 83.1 85.5
Samuel Baker 38 70.8 72.8(-6.2) David Mulford 13 78.8 86.5
Sarah Wilson 62 914 93.0(+23.0) Andrew Ng 29 82.0 86.2
[Mean/Overall || 42 || 842 | 86.5(+9.5) Fernando Pereira || 19 | 714 | 78.8
Lynn Voss 52 42.1 59.6
[ Mean/Overall [18] 824 [86.4]

trial dataset has also been used by Javier Artiles et al. @iF805

[4]. From these tables we can see that that 9 person names are

queried in WEPS trial dataset and 12 names in WWW'05 datasalgorithm outperforms [8] by 11.8% of F-measure as illustia
The ‘# field shows the number of namesakes for a particuléir Table 1lI. In this experiment F-measure is computed theea
name in the corresponding 100 webpages. Table IV compages #ay as in [8]’ The field “#W” in Table Ill is the number of the
results of the proposed approach with those of [4]. In [4] th®-be-found webpages related to the namesake of interbst. T
authors employ an enhanced version of agglomerative clogte field ‘#C’ is the number of webpages found correctly and the
based on TF/IDF. The table shows that the proposed approdighd ‘#I’ is the number of pages found incorrectly in the riisig
outperforms that of [4] by 9.5% in terms dfp measuré. The groups. We can see that the baseline algorithm also outpesfo
achieved improvement is statistically significant at th@50evel. the algorithm proposed in [8]. The baseline algorithm zeiti only
Table V demonstrates the results for a similar experimarttph  one free parameter, the threshold, which in our case isetain
WWW'05 dataset. O from data. The difference between WWW’05 algorithm and our

The improvement is achieved since the proposed disambig@gyv algorithm is statistically significant at the 0.05 level
tion method is simply capable of analyzing more information The work in [9] is the latest follow up to the work in

hidden in the datasets, and which [4], [8] do not analyze. [8] we are aware of. In it, the authors have extracted all the
hyperlinks contained in the 1085 webpages of WWW'05 dataset

Experiment 2 (Disambiguation Quality: Group Identifica- and crawled the Web three hops from those links, retrieving
tion). In [8] the authors propose an unsupervised approach f@iditional webpages. This costly process has resulted 9883
Group Identification: a related-but-different problem tetone webpages overall. By analyzing all these webpages, theoemth
studied in this paper. In that problem the algorithm is givén achieved 83.9% F-measure. This is still 8.2% less than thatee
names ofN people that are somehow related, e.g., these namgishe approach proposed in this paper, which achieves 9arido
are found in somebody's address book. The task is to find th&joes not yet analyze all this additional data. 0
webpages related to the meayxitpeople.

We have modified our algorithm to apply it to that problem,

as explained in the electronic appendix in more detail. That’F-measure: letS; be the set of the correct webpages for clusteand
A; be the set of the webpages assigned to cluster-the algorithm. Then,

8Fp is referred to a¥,—o.5 in [4]. Precision; = ‘AI"'ALS”, Recall; = % andF is their harmonic mean.

il



TABLE VI

RESULTS FOR THECONTEXT DATASET.

11

Baseline New Alg
Query | Query Text # Pages| # |[ B-Cubed [ Fp [ B-Cubed [ Fp
Q1 “Andrew McCallum” music 100 29 53.5 69.6 73.8 81.7
Q2 “Andrew McCallum” poster 100 87.6 93.5 76.5 86.6
Qs “Andrew McCallum” dance 100 30 57.7 68.7 65.0 75.1
Qa4 “Andrew McCallum” uci 100 78.3 88.9 95.9 98.0
Qs “George Bush” bible scholal 98 13 61.7 77.5 74.1 84.6
Qs “William Cohen” cmu 100 89.4 94.5 91.1 95.4
Q7 “William Cohen” uci 100 17 717 82.4 55.1 73.8
Qs “Tom Mitchell” psychology 98 17 63.2 78.4 76.0 85.5
Qo “Tom Mitchell” soccer 97 40 56.6 69.3 69.6 77.9
[ Mean | [ 99 18] 689 [803] 752 [843]
TABLE VII

Experiment 3 (Disambiguation Quality: Queries with Con-
text). We generated a dataset by querying Google with a person

RESULTSFOR “ANDREW MCCALLUM " QUERY IN WWW'’05 DATASET.

name and context keyword(s) that is related to that pers@. W [ Group Name

Cluster Summary |

used 9 different queries. The statistics for this datasétigrated
in Table VI. For instance, the table shows that for quéy =

UMASS Professor

learn, artifici intellig, machin, proceed, machin
learn, extract, model, classif, comput, data

“Tom Mitchell” psychology 98 meaningful pages were found

ACOSS President3

student, incom, univers, educ, fee, famili, low, edst
timor, timor, cent

(the rest are empty pages) and there are 13 namesakes for Ton

n ACOSS President1]]

acoss, childcar, welfar, australian, council, servjc,
social servic, incom, famili, presid,

Mitchell in those pages. Table VI presents the disambiguati

. . . Teacher aclandburghlei, camden, burghlei, sch, acland,
quality results for the proposed and baseline algorithntee T ' school, english, month, biographi, uk
proposed approach outperforms the baseline by 6.3% of B-| Writer ﬁ(é:)nptitgwfltgrl)o gﬁdcﬁ%"g‘; winner, author, mous,
cubed measure. The difference between the baseline andthe n A3 philosophi, mentalfioss, festv, scienc, blod,
algorithm is significant at the 0.07 level. O ] pietersen, ultim, coburg, guthri, flyer

Artistl rockbox, ]ukebox,_archt_), studio, tedford, stualt,
While the proposed algorithm factors in the same infornmatio bod, boru, donaghi, melih_ I .
. > . R .. Photographer amico, imag, collect, librari, conspir, davidrumseli,
used by the baseline, it ultimately makes its own decisions, penitentiari, trial, williamstown, court
which are largely driven by analyzing the connections. @ail Kid

demonstrates that point: the results are worse than thosieeof

theatr, shakespear, tempest, grouch, juliet, romeo,
crew, dream, festiv, night ’e

baseline for the two cases, but they are better on average.

Medical Professorl

ccfp, kari, kgh, leroyv, med, puddi, queensu, jennijf,
em, md

Experiment 4 (Quality of Generating Cluster Sketches). In

Customer Support

initil, opensr, domain, tucow, loui, dn, chronolog,
protect, sent, client

. . . Humanist dreambook, humanist, color, human, ge, homeppg,
Sect|o.n Il we have presented an algorithm for generatlnger:'ep plz, secular, vacat, individu
sentative keywords to summarize each cluster. Table Mkl Painter height, imag, larger, price, sherwin, Keith, cub,

leopard, sefton, richard

trates the output of that algorithm for ‘Andrew McCallum’ eqy
on WWW’05 dataset. The keywords and phrases are shown in

ACOSS Presidentl

hospit, nurs, health, australian, servic, treatment,
kingston, accid, local, care

their stemmed versions. The table shows only the top-10 &eysv
for each cluster for the sake of clarity. Each cluster hafewint

Medical Professorl

inquest, ontario, coron, ministri, death, eastern an-
tario rugbi union, ontario rugbi union, ottawa, rughi
union, union and leagu,

set of keywords. So if the search is for UMass professor Amdre [ Poll Analyst decfan, zealand, fc, jur, video, game, horn, censpr-
McCallum, his cluster can easily be identified with the tetike ship, fitug, offici : i
« . . g e . B . Poll Analyst regul, electron, transact, swain, act, notic, paper,
machine learning” and“artificial intelligence”, as well as with disclosur, internetnz, discuss
the keywords likeextract mode] and classification O Economist acidif, soil, cost, farm, acid, agricultur, land,
econom, lime, research
Technician chemistri, depart, otago, chemic, comput, labora-

tori, univers, calm, comput support cooper work

C. Impact on Search
Comparing the effectiveness of cluster-based people Isearc

to the traditional search is a complex task, as it implies tosherei: = 1,2,..., K, the user looks at the sketch provided for
many unknowns: what the user is looking for exactly, whicthe i-th returned webpage. We assume that by doing so the user
background/context information she knows and intends &inis can decide whether the pageridevantto the person she was
her query, how the user will react on partially examined autplooking for orirrelevant
in the returned results, and so on. To perform a quantitativeFor the new interface, supported by a cluster-based people
comparison, we used the following methodology. search, the user first looks at the “people search” interfiibe
User Observations. A user is interested in retrieving theuser sequentially reads cluster sketches/description#,an the
webpages of a particular person. The user queries the searclth observation the user find the cluster of interest. The use
engine with the name of that person, e.g. William Cohen, had t then clicks on that cluster, and the systems then shows ifjieair
scans through the toff pages in order to satisfy the objective ofset of K Web pages returned by the search engine, except that
finding all the webpages of that person among the kbpages. the webpages are ordered differently. Specifically, firgt e
In case of a traditional search interface, at eabBervation:, set of pagesS that our algorithm identified for that namesake,
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next are the pages in the order of their similarity to the pag€ase 1: First-Dominant Cluster. Figures 8-10 plot the measures
in S. At each subsequent observation, the user examines fbe Andrew McCallum the UMass Professor. His pages tend to
sketch for each page, as in the standard interface, andedecigppear first in Google, they form the first group, which is also
relevant/irrelevant in a similar fashion. Notice that in laster- the largest one. The Recall figure shows that one needs to do 44
based search, it is possible that none of the cluster defisiti observations in the standard interface to discover hal%(506f
satisfies the user (i.e., matches the person she is intéreggte the pages (27 out of 54) of the UMass Prof., while in the new
In such a case, the user can retrieve the origikialvebpages interface one need to do just 33 observations total. To desco
returned by the search engine. Notice that in practice theecen 90% of the relevant pages, one needs to do 92 observatiohs in t
make mistakes in deciding relevant/irrelevant based otckks. standard interface and only 55 in the new one. The generad tre
Thus, the reported quality results will be optimistic fortlbahe in the plots in this section is that the Precision, Recall] &
new and standard search interfaces. measure for the new interface either dominate, or are caabper
Measures.We compare the quality of the new and standar, those of the standard interface.
interface using Precision, Recall, and F-measure. Oniitie Case 2: Regular Cluster. Figures 11-13 plot the same measures
observation the precision shows the fraction of relevargepa for Andrew McCallum the Customer Support person. His cluste
among all the webpages examined so far. The recall oni-theconsists of 3 pages that appear more toward the end in Google
th observation shows the fraction of related webpages oallof search. His group is one of the last groups. To get 50% of his
the related pages, discovered so far. Notice that using ¢he ncluster one needs to do 51 observations in the standardaioger
interface the user starts examining the 1-st webpage onthen and only 16 observations in the new interface. For 90%, it is 79
(m + 1)-th step, after locating the right cluster on theth step. observations in for the standard interface and 17 obsensfor
Recall plots are useful in computing another metric: how ynarthe new interface.
observations are needed to discover a certain fractionlefast Case 3: Average. Figures 14-16 plot the average of Recall,
pages. In general, the fewer observations are needed inea gifPrecision, and F measures for search impact on WWW’05 datase
interface, the faster the user can find the related pagesthasd by averaging over all the namesakes in this dataset. It dhmeil
the better is the interface. Each figure in this section showsted that some of the person names have many namesakes, e.g.
three curves: one for the standard interface and two for #ve nDavid Israel has 45 namesakes, Bill Mark has 52 namesakes, et
interface. The new interface knows the number of webp&ges Therefore, for some of the namesakes, both the standardeand n
in the clusterS the user chooses to explore. The user may opt iaterfaces would require first doing many observations tal fin
examine only thosgS| webpages suggested by the algorithm aneven the first relevant webpage. After averaging, this leads
then stop. This case is represented by ‘New’ curve in the diguismall overall values for measures. Figures 14-16 show ¢het
Optionally, the user might choose to continue exploring st with the imperfect clustering, the curves for the new irdeéf
of the webpages. The latter situation is represented witgw'N largely dominate those for the standard interface. The dguaio
Optional’ curve. not capture another advantage of the new interface: itsyahil
suggest when to stop the search, since the algorithm knosvs th

Experiment 5 (Impact on Search). This experiment consists of nklmber of elements in each cluster. Ll

three parts. The first two parts study two common cases (1)
search for a namesake whose webpages form the largestrclustdmpact on Search With Context. In general it is not hard
these webpages also tend to be first pages in search, and (2p Amagine scenarios where a good choice of keywords would
search for a regular cluster. The third part studies the abiveridentify a person really well, so that all the returned tép
performance averaged over all the namesakes in the dataset.webpages would belong to just one namesake. In that case
one can expect to see no difference between the new and the
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standard interface. But quite often searches with contéitt spreprocessing can be done off line beforehand. The clasteri
return results that contain several namesakes, see forpéxanalgorithm itself executes in 4.7 seconds on average pefieglier
Table VI. Figures 17-22 plot the impact on search when contaxame. O
is used. In this case the query i#®A\ndrew McCallum” music
The number of namesakes for that query is surprisingly large

23. The reason is that webpages often contain advertissment . )
e.g. links to websites that sell music. Figures 17-19 plet th " this paper we only evaluated our core technique. We have

impact results for the case where the user in his query haatme&ltempted to answer the question of which maximum quality ou
Andrew McCallum the UMass professor, who is interested f@PProach can get if it uses only the information stored in the
music. Figures 20-22 plot the same for the case where the ug_g’r'k _webpages being processed. There are St_av_eral _|_nterest|ng
meant Andrew McCallum the DJ/musician. In both cases the néliféctions for future work. One of the most promising direcs
interface performs better than the standard one. The uskrtiie 'S 10 €mploy external data sources for disambiguation as. wel
90% of the documents related to DJ/musician in 20 obsemtiol NS includes using ontologies, encyclopedias, and the [8@b

with the new interface, whereas it takes 90 observation wif-nother direction is to use more advances extraction cépesi

the standard interface. On the other hand to find the 90% of tit would allow: (a) a better interpretation of extractetitees
documents for the UMass professor, user should examineGthe® @king into account the roles they play with respect toheac

pages in the new interface (90 pages with the current inte)fa Other (boss of somebody, student of somebody) (b) extractio
of relationships, as currently the algorithm relies priityaon co-

o occurrence relationships only. We plan to develop disaodtign
D. Efficiency algorithms for other people search problems that have rdifte
Experiment 6 (Efficiency). The overall approach first downloadssettings. Finally, we would like to work on algorithms for a
and preprocesses pages before applying the actual chgstegenericentity search, where entities are not limited to people.
algorithm. That takes 3.82 seconds per webpage mainly dine to
fact that we use a third party Named Entity extractor, GATE, t REFERENCES
extract named entities, the speed of which we cannot cdhtrol ) )
However, the preprocessing cost disappears if the seiver-s [ z'taﬁgrf:gr‘%;ggnaam I;lTe?’lig)Sl.. mg?uopflr\l,%saarzcgdi.ngme ratdr

approach is employed instead of the wrapper approach, 8ife 5] r. Ananthakrishna, S. Chaudhuri, and V. Ganti. Elimingtifuzzy

duplicates in data warehouses. \hDB, 2002.
80ur preliminary experiments indicate that it takes 0.36 sdsoper [3] J. Artiles, J. Gonzalo, and S. Sekine. The SemEval-200P$Ve
webpage for another extractor, called Stanford Named ER#tyognizer [23]. Evaluation: Establishing a benchmark for the Web PeoplecBeBaisk.
The quality of the results of SNER vs. GATE are comparable. In Proc. of Intl. Wrks. on Semantic Evaluations (SemEvaine 2007.
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APPENDIX proposed disambiguation algorithm achieves the F-measfire
Group Identification 92.1%, which is 11.8% improvement over the best result of®0.3

In [8] the authors have developed an unsupervised Web disdifPorted in [8]. o
Also notice that the task of Group Identification, addressed

biguation algorithm that exploits Web links present in tia¢edset. . L
Since we had adopted the data set produced by [8], we wantedntclg]' can be procedurally viewed as an optimization ovee

compare the quality of the two disambiguation algorithmie T SP€Cific namesake in each group of namesakes with the same
problem we faced was that the disambiguation problem studigdme §e-9-’ optimization over only Cohen the CML‘.’ Prof, in all
in this article is different from the one studied in [8]. Tlagicle pohgns Web pages). Thg task of Web page .clu§terlng, adifess
solves a well-recognized Web Page Clustering problem, ewhif? thiS paper, can be viewed as an optimization omér the

the approach in [8] addresses less studarup Identification Namesakes, which is more challenging. Thus, one would éxpec
problem. that any approach solving only Group Identification would ge

In the formulation of the Group Identification problem, it iSbetter results on the namesake of interest, than those aferge

assumed thatv (e.g., N=12) people names are found togetheg,rOUping algorithm, since the former has the advantage theer

for instance, on a conference Web page, or in somebody’s| en*%ten
folder, etc. The mere fact that those names are mentionethteg
indicate that specific real people are meant there, whichegated
in some unknown way. The task is to gain more information &bou
those N meant people.

Specifically, Google is queriety times, for each person, with
the person’s name as the query. The top-100 web pages returne
by Google are stored per each person. The goal is to identify
among those Web pages only those pages that refer tavthe
specific people, that were meant by the list of names.

GROUP-IDENTIFICATION(Q, K, Ontology)

1 C < 0/l sets of set of clusters

2 @ < Person-Names

3 R« 0/l pages mentioning the persons in the groups

4 Ontology« LOAD-ONTOLOGY()

5 for each person query; € Q

6 C; «— PROCESSQUERY(g;, K, Ontology)

7 for each person query; € Q
8 X « Search the occurrence of other nani€s— ¢;) in C;
9 R— RUX

10 return R

Fig. 23. Naive Algorithm for Group Identification Problem.

Even though the two disambiguation challenges are differen
it is easy to design a naive algorithm for solving the Group
Identification problem, that would build on any Web Page €lus
tering algorithm. The pseudo-code for one such algorithm is
illustrated in Figure 23. The naive approach first performebw
page clustering on each set of the top-100 web pages, per each
of N persons, to determine their namesakes. After that, the task
becomes to identify the right (meant) namesake per each.name
That is, for namesakes of Andrew McCallum, the algorithm
should identify which namesake is the meant one (the UMass
Professor in this case). The naive algorithm does this bytoog
which groups contain web pages that mention at least one of
the otherN — 1 people names (William Cohen, Tom Mitchell)
from the original list of N people. If two or more groups have
such pages, those groups are merged into one. For instémce, t
UMass Professor might be split into two groups by mistake of
the grouping algorithm. But if the two groups both mentioay,s
William Cohen, then they will be merged into one group.

We used the above approach to compare the proposed dis-
ambiguation algorithm with the approach proposed in°[She

SWe note that this straightforward algorithm could be peshapproved
further by using more robust criteria for grouping indivitgjee.g., by using
similarity joins over clusters.



