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ABSTRACT

Increasing exponentially with each technology generati@mdware-
induced soft errors pose a significant threat for the relidpiof
mobile multimedia devices. Since traditional hardwareoemro-
tection techniques incur significant power and performaocer-
heads, this paper proposes a cooperative cross-layer agprthat
exploits existing error control schemes at the applicatiayer to
mitigate the impact of hardware defects. Specifically, wappse
error detection codes in hardware, drop and forward recgvir
middleware, and error-resilient video encoding at the dqgtion
level to effectively and efficiently combat soft errors witimimal
overheads. Experimental evaluation on standard test vstieams
demonstrates that our cooperative error-aware method fdew
encoding improves performance by 60% and energy consumptio
by 58% with even better reliability at the cost of only 3% qual
ity degradation on average, as compared to an error corgacti
code based hardware protection technique. Combiningligesit
schemes to select a recovery mechanism can guide systegn-desi
ers to trade off multiple constraints such as performancayer,
reliability, and QoS.

Categories and Subject Descriptors:B.8.1 [Reliability, Testing,
and Fault-Tolerance]: Hardware Defect Mitigation

General Terms: Design, Experimentation, Performance, Reliabil-
ity

Keywords: Cross-Layer, Soft Error, Error-Awareness, Video En-
coding

1. MOTIVATION

By 2011, semiconductor manufacturing technology will reac
the 22nm node, and soft errors will be 3 or 4 orders of magnitude
higher than what they are in the presdhtvm technology. Soft
error rates in terrestrial systems will increase from oneypar to
one per hour. Soft errors are transient faults that are dadse
to a variety of reasons, like sudden voltage drops, sigriatfer-
ence, random noise, etc., but cosmic radiation strike caosge
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soft errors than all other reasons put together [2]. Thekerors
can easily cause system failures, e.g., incorrect outppfsication
crash, or even the application entering an infinite loop. Edaded
systems, which have permeated into almost all aspects oaihum
life, need to be protected from soft errors. Multimedia egst are
increasingly being deployed in strategic and unreachalckions,
e.g., in hostile territory and inside the volcano to obsemieanic
activity, and are even crucial for saving human life in diss., e.g.,
video phone. Since such multimedia systems are typicattghya
powered, and heavily cost and power constrained, soft egorc-
tion techniques have to be extremely cost and power efficient

Traditional reliability techniques attempt to provide téetire
“fix” at one level, e.g., error correction codes (ECC) at thethware
level, packet retransmission at the network level, andettipodu-
lar redundancy (TMR) at the component level, and consetyuent
have extremely high overheads. For example, trying to coat
the errors in hardware itself requires data encoding usng@C
scheme, which incurs very high power and performance oaeihe
For instance, implementing an ECC-based scheme may raise ac
cess time by 95% [12], and area cost and power consumption by
22% [17] in the caches. While the penalty of access time can be
avoided, it is not possible to shy away from the power and area
penalties. Clearly such high overheads are not acceptablad-
bile devices as they are extremely sensitive to performagmeer,
and cost overheads.

Cross-layer techniques distribute the functionality asrdiffer-
ent design abstraction layers and exploit the best featueach
layer with the goal of achieving flexible and efficient desgp
lutions. Cross-layer approaches for multimedia have besd u
in a variety of previous contexts (primarily for power andaBu
ity of Service or QoS [15, 16, 29]). Unlike these approacloes,
focus is to provide a cross-layer strategy for achievingabdity,
and trading off reliability for power/QoS in mobile device®ur
goal is to coordinate approaches among abstraction lagdisd
the best cross-layered scheme that achieves the maxirabikel
ity with minimal overheads. Integrating approaches unawar
interactions among them across layers is not efficient dinese
exist conflicts among them with respect to multiple progsitand
also it may cause over-protection or under-protection.example,
protecting all data in memory systems is an overkill in nmédia
applications since we may not need to protect multimedia thett
do not cause failures in general [10].

We observe that error detection is much cheaper than errer co
rection in hardware. Therefore, we perform only error diedn
hardware using error detection codes (EDC). For automatealr
ery of the detected errors, we deploy error recovery saistio the
middleware. Traditionally, on receiving an erroneous fearthe
middleware will request re-transmission of the frame. Weétbis



schemeBackward Error Recovery (BERIn contrast, eDrop and encoding techniques enable adaptive encoding of infoomatsed
Forward Recovery (DFRinechanism drops the erroneous frame, on knowledge of network conditions [4, 8]. Applications n&go

and reconstructs it by using data from adjacent frames [24iile selectively tag data with their level of importance; inwaetk mech-
BER can result in significant power and performance overfiead anisms use the tags to selectively drop information whetesys
DFR can result in significant loss in QoS. Therefore, in thas p  or network conditions change. Note that these techniguas@i
per, we propose and explore hybrid approaches of using DER an protect the multimedia content that flows through errompraet-
BER to achieve low overheads in power and performance with- works. We refer to this multimedia content esternal datai.e.,

out much loss in QoS. Furthermore, we exploit an energyieffic the payload on which the application is executed. In cohtras
error-resilient technique at the application layer to ioyarthe QoS ternal datais defined as data, program code, etc. residing inside
(e.g., Probability-Based Power Aware Intra Refresh or PIBHA]). the mobile device during the process of execution and reptes

PBPAIR was originally developed to reduce the impact of pack
losses on QoS in networks while we use PBPAIR for mitigating
the impact of soft errors at the hardware. Our cross-laypragth
is also able to exploit specialized microarchitecturaltdezs for
reliability (e.qg., Partially Protected Cache or PPC [10]giseam-
less manner. We show that this cross-layered approachde-eff
tive in increasing the reliability of common multimedia esims
(and simultaneously improving performance and reducirgrgn
consumption), with minimal quality degradation as comgarea
hardware-based error correction scheme, and integratibasv-
eral approaches without cross-layer cooperations in @isyst

The specific contributions and results of our work are:

e We propose a cooperative, error-aware approach that effec-
tively exploits existing error control schemes acrossesyst
layers. Our cooperative approach extends the applicabilit
of existing error control schemes to mitigate the impact of
hardware defects.

To assist our cooperative approach, we present a middleware
solution that triggers error control schemes with an apgprop
ate error translation, and that selects an appropriateeego
policy (BER or DFR) based on information available in a
mobile video encoding system.

Our cooperative, cross-layer protection (CC-PROTECT), ex
ploiting an error-resilient video encoding and a DFR mech-
anism with an EDC-based PPC architecture, does not incur
overheads in terms of power and performance. Rather, our

ing the programs/data that implement the application fonetity,
e.g., the video codec and associated data/variables.

The key observation is that while errors in external data (u
packet losses etc.) only cause quality degradation of tHemms
dia stream, errors in internal data may cause not only Qofadeg
dation but also system failures. In particular, defectsigedl at the
hardware layer, e.g., soft errors in data caches, manifesigelves
differently as compared to network errors on external datgen-
eral, errors on internal data, especially on control datarogram

variables, can result in system crashes, infinite loops naehory

segmentation faults - leading to application failures.

Hardware error-protection techniques can be designedtegir
internal data from hardware failures. Traditional pramtttech-
nigues such as TMR and ECC [18] implemented at the hardware
layer to combat such transient errors incur significant lesads in
terms of power, performance, and cost. For example, PPC (Par
tially Protected Caches) [10] utilizes knowledge of contamd de-

vice hardware capabilities to selectively place criticatedin more

reliable hardware (e.g., a protected cache), but it stilliis over-
heads of power and performance at the protected cache in a PPC
In this paper, our goal is to exploit the limited error toleca
of mobile multimedia applications to enhance their religbito
hardware-level "faults" without creating an adverse inbpagower
and performance profile at the device level or sacrificindieap
tion QoS.We believe that addressing such power, performance,
reliability, and QoS tradeoffs in the presence of hardwaaslts
requires a cross-layer approachFirstly, we need to develop an
understanding of how errors occur at the various layers adédm

proposal reduces the access latency of memory subsystemsiang existing mechanisms that have been developed to avert

by 61%, the energy consumption of memory subsystem by
52%, and the failure rate by about 1,00@t the cost of less
than 1 dB of video quality, compared to a conventional video
encoding running on a data cache without protection.

A CROSS-LAYER APPROACH TO
SUPPORT RELIABILITY AND QOS

2.1 System Model and Problem Definition

In the previous section, we argued the increasing need for re
liability in mobile applications. It is well understood thanobile
multimedia applications such as video streaming and centgéng
applications have soft real-time constraints on data egfivMiss-
ing deadlines in video streaming applications results imise de-
lay and packet losses that degrade the video quality. Irtipeac
such degradation (when perceivable) is acceptable to sataate
by end-users based on the nature of the application. While we
can exploit the soft real-time nature of these applicatamd their
tolerance to slight quality degradation, our ability to dois al-
ready limited in the mobile execution environment that sorgce-
constrained (limited buffering and battery, error-proreworks,
etc).

Techniques have been developed to enable QoS in multimedia
applications executing in error-prone networks. Erraitient video

rors. This will then enable us to determine when "errors'obee
"failures" and how "failures" manifest themselves at vasigystem
layers. We can then design appropriate schemes at diffiengarts
to prevent/bypass specific failures and detect/recoven fhem.
Table 1 presents different error models and error contr@ses
at the application and hardware abstraction layers in a leafil-
timedia system. By being aware of error specifics and error co
trol schemes, we expect that systems can be designed ins cros
layered manner for obtaining low-cost reliability while imizin-
ing the Qo0S. A closer look at Table 1 reveals that while eroars
cur dynamically and in a transient fashion, techniques tolmt

Table 1: Error models and error control schemes at different
abstraction layers

Abstraction Layer” Application Layer Hardware Layer

Error Model
Data Perspective

Soft Errors

Internal Data

Quality Degradation
andSystem Failure

Triple Modular Redundancy
Error-Concealment, etc] Error Correction Codes, etc
Error Metric || Packet Loss Rate (%) | Soft Error Rate (FIT®)

aFIT (Failures In Time): the number of failures )° operation hours

Packet Losses
External Data
Quiality Degradation

Impacts

. Error-Resilience,
Protection




these errors may be static or dynamic. For instance, the PPC a

proach uses compiler-assisted techniques to staticalgldta; the
operating system uses the tags at runtime to stage the gatgpap
ately into a protected cache. Expensive error correctidg ¢ECC)

mechanisms are then employed on the protected data cache to e

sure the reliability of information stored in the caclregspective
of whether the error rate is high or lowDynamic schemes pe-
riodically checkpoint memory state and use knowledge ofezur
error levels, captured via the soft error rate (SER) metadrig-
ger rollback to the checkpoints. Given the dynamic natunmolf
timedia data and real-time needs of multimedia applicatiohis

approach as a sole method to deal with soft errors requings ve

frequent checkpointing and is hence impractical.

2.2 Related Work

Existing work already demonstrates the effectiveness agscr

layer methods for mobile multimedia as opposed to schenees is

lated at a single abstraction layer [7, 15, 16, 29]. Yuan ef28]

proposed an energy-efficient real-time scheduler (GRAGH iased

on statistical distribution of application cycle demanesd pre-
sented a practical voltage scaling algorithm [29] to cauatk adap-
tation of multimedia applications and CPU speeds for matileg-

timedia systems. Mohapatra et al. [15] presented an irtegjra

power management technique considering hardware-lewgémpo
optimization and middleware-level adaptation to minimize en-
ergy consumption while maintaining user experience ofwigieal-
ity in mobile video applications. Recently, Kim et al. [7pposed a
unified framework that allows coordinated interactions agisub-
layer optimizers through constraint refinement in a contjmsl
cross-layer manner to tune the system parameters.

Cross-layer methods in the OSI (Open Systems Intercorumgcti
reference model have been widely investigated as a prognigin
timization tools to efficiently reduce the transmissionrggecon-
sumption in wireless multimedia communications [1, 22, 23}-
ran et al. [23] presented a cross-layer methodology to anady-
ror control schemes with respect to transmission power ad e
to-end latency, especially impacts of routing, medium ascand
physical levels in wireless sensor networks. Schaar e22].gro-
posed a joint cross-layer approach of application-layeketza-
tion and MAC-layer retransmission strategy, and developed
the-fly adaptive algorithms to improve the video quality enthe
bandwidth and delay constraints for wireless multimediasmis-
sion. Bajic [1] developed cross-layer error control scher@nsid-
ering joint source rate selection and power management ifer w
less video multicast.

Our work is novel in two respects. First, we address a broader

notion of reliability than has been explored for error-liesit mul-

timedia applications by specifically focusing on hardwaduiced
defects (soft errors) and their impacts. As illustratediearthis

issue is a leading concern for embedded architectures dditines.

Secondly, we present how to exploit the cross-layer metloggo
to activate error control schemes at one abstraction layessrmbat
errors at a different abstraction layer.

2.3 Cooperative Cross-Layer Approach

cross-layerschemes. Specifically, we focus on transient hardware
errors (soft errors), i.e., they do nmhmediatelycause a perma-
nent failure of the system. To create error-awareness, wsider
the presence of inexpensive error detection mechanismsofor
error detection - these schemes generate as output thersmft e
rate (SER), which is translated into an error rate for ermmtiol
schemes described in Section 3.1. Hence, our problem isébage
cross-layer methods that, given dynamic soft error ratescapa-
ble of: (i) minimizing the overheads of power and performan(a)
satisfying the QoS requirement, and (iii) achieving the saevel

of fault tolerance as traditional error protection teclueis} In par-
ticular, we investigate techniques to exploit error-tiesii video en-
coding mechanisms (at the application layer) and selemiv@very
mechanisms (applied at the middleware layer) to reset patign
harmful data in memory (at the hardware layer).

video input icaich video output
"COTMBULL -, (Video Encoding) ¢ -f

! Middleware / a
i Operating System; (s
‘ : . ==
: ; —  Network —_— ﬂ
oo
. . —  External Data (Multimedia Data)
Mobile Device -->  Internal Data (Multimedia Data

and Control Data)
Figure 1: System Model - Mobile Video Encoding System

To illustrate and evaluate our cooperative cross-layeraga,
we consider a simplified system consisting of a video encpdj
plication and a data cache as shown in Figure 1. Video engodin
can beerror-prone or error-resilient a data cache can kerror-
proneor error-protected Different compositions vary with respect
to overall performance, power, reliability, and QoS. Foareple,
error-prone video encoding executing on an error-prona ciathe
suffers from high failures due to no protection at data cagenst
soft errors. Adding error-protected data caches imprdvewideo
quality as well as the reliability, however it incurs higheokieads
in terms of power and performance. Error-resilient videocoeling
on an error-prone data cache may increase the video quaktyod
the feature of error resilience, but fail to increase thmbdlity. An
error-resilient video encoding running on an error-prtgdadata
cache is possibly of over-protection on the QoS and it inbigh
overheads due to expensive protection.

Given the ability to support error-awareness through lgpse-
sive error detection codes based schemes, our strategyse the
information on SER (soft error rate) to

1. bypass potential failures by triggering error recovescha-
nisms which reinitialize the erroneous data cache, and

2. reinforce application data using error-resilient erieganech-
anisms by translating the SER into the input metric of the
encoding algorithm (being considered as the network packet
loss rate).

In other words, awareness of micro-level errors (i.e., bibms) is
translated into policies that have macro-level impactemms of

We conjecture that a dual pronged approach is needed te effec execution failure, performance, energy consumption, ang.Q

tively address the aforementioned tradeoffs among povesfop
mance, reliability, and QoS. Firstlgrror-awarenesss critical to
selectively trigger reliability mechanisms when errorswc- this
can be achieved through suitable monitoring mechanismgitha
termine hardware errors (that can potentially cause fesurSec-
ondly, the monitored errors are used to tailor intelligemtnposi-
tions of error-protection schemes across layers usagperative,

In particular, we explore a Drop and Forward Recovery (DFR)
mechanism (shown in Figure 3(c)) that drops a current engodi
frame and moves forward to the next frame once an error is de-
tected in a mobile video encoding system. The DFR mechanism
works effectively with an EDC scheme to improve power and per
formance significantly while increasing reliability as weAs dis-
cussed, EDC is much less expensive than ECC [13] and oveyhead



due to checkpoints are negligible [27] while EDC can be asumen
to soft errors as ECC with respect to reliability. Furthegmping

an erroneous frame potentially improves performance aedggn
reduction since it skips expensive processing algorittoneiicod-
ing the frame.

3.1 Error-Resilient Video Encoding for QoS
Improvement
Error-resilient video encoding techniques have been dpeel
to reduce the impact of transmission errors, e.g., paclstel
on the video quality [4, 8, 25]. The PBPAIR (Probability-Bds

However, just using DFR-based mechanisms can result ivide pgver Avare Intra Refresh) technique [8] addresses theaféde-

quality degradation since erroneous frames are actuatigped.
To some extent, these errors can be recovered by wiseltiimjec
error-resilience at the application layer. To enhance @@aSalso

tween energy-efficiency and compression-efficiency basegiven
knowledge of network errors. PBPAIR is designed to increhse
compression efficiency, i.e., to decrease the encodedfdedt sta-

explore the selective use between DFR and Backward Error Re- o network status. and to decrease compression efficienay-b

covery (BER) mechanism that rolls backward and re-encdaes t
current frame once an error is detected as shown in Figuje 3(b

3. CC-PROTECT - COOPERATIVE
CROSS-LAYER STRATEGIES FOR
FAILURE HANDLING

Raw Data I'. Application g% Error-Aware Data
a (Video Encodingk
n i i

DFR | MResilience -
Policy| m Level ® FLR +PLR
Parameter. [] - w
& Feedback . Middleware / g PLR Network
u Operating Systerm  [<---"--
__ Error| ® ./;\
Mitigation | @ gyror |
Data m Detection ® | SER
Mapping Feasmmmmnn
Hardware mmm) External Data
Data Cache B B ) Internal Data
---=> Quality Improvement
Mobile DeViCE — Reliability Improvement

Figure 2: A Cooperative, Cross-layer Protection: mitigating
hardware defects with minimal costs by using error-resilience
and a Drop and Forward Recovery (DFR) in a video encoding

In this section, we present specific CC-PROTECT - a middle-

ware driven approach for cooperative composition of ctager
strategies to support error resilience. Figure 2 illussaiur CC-
PROTECT scheme which exploits the error-resilience of wiele-
coding along with DFR-based error recovery mechanisms to mi
igate the impacts of soft errors at the hardware layer. Softr e
rates, obtained by error detection techniques at the haedlager,
are communicated to the middleware which then:

1. monitors errors, and maintains execution histories dkase
video quality information,

2. translates SER values to corresponding metrics usedby ot
policies (frame loss rate or FLR in our case),

3. initiates DFR/BER policies (discussed later) to avoid by-
pass potential hardware failures, and

4. adaptively fortifies multimedia content when hardwarersr
occur by triggering error-resilient encoding.

We instantiate two specific strategies for error recoved/eror-
resilience within CC-PROTECT. The specific error metric vge u
and evaluate in our study is soft error rate (SER). First, ittgate
the impact of soft errors on the video quality, we exploit avpo
aware error-resilient encoding technique, PBPAIR [8]. Wespnt
a simple, intuitive, and effective translation of SER intarfie loss
rate (FLR) used in turn by the error-resilient PBPAIR. Neve, ex-
ploit our prior work on partially protected caches to desigmaive
DFR mechanism for PPCs [10]. Using information capturedhe t
middleware, we then extend the naive mechanism to achieaé a b
ance between DFR and BER in Section 3.3.

creasing the number of intra-coded macro-blocks in theondeen
packet loss rates are high. Inherently, PBPAIR is enerfigieiit
(when errors are higher) and adaptive since its resiliearebe
adjusted for various packet loss rates. PBPAIR takes twanpes
ters —Packet Loss Rate (PLRhdIntra_Threshold PLR indicates
the anticipated error rate in the network and Intra_Thriesban

be adjusted given the user expectation of the quality. Toemesle

of PBPAIR, our cross-layer approach converts SER for PLR, an
selects Intra_Threshold using the original method in PBRAle
present a simple conversion for SER. First, the number dfesof
rors, Nsg, during the execution of one frame encoding is calcu-
lated asNsg = Scache X Ninst X Rsg whereSgqch. is the size

of a cache in KB)N;,s: IS the number of instructions for one frame
encoding, andRs g is a SER per instruction per KBVs g value is
then converted to a percent value and used as a FLR (Frame Loss
Rate) in our study. For exampl8,ache iS 32, Nins: is 108, and
Rsp is 1071, then N5z becomes 0.32. So FLR is 32%. Note
that FLR becomes 100% i¥sg is larger than 1. Now, PBPAIR
can generate the compressed video data resilient not oaipsig
the packet losses in networks (PLR) but also against theegsaiits

at the hardware layer (FLR) as shown in Figure 2.

3.2 Drop and Forward Recovery Mechanism
for Reliability Improvement

Forward Error Recovery

@)

§ time

An Error is Detected

(a) Forward Error Recovery (FER): it detects and
even corrects an error

Backward Error Recovery

N

| § | time
Checkpoint K | Checkpoint K+1
An Error‘is Detected
(b) Backward Error Recovery (BER): it rolls back
to the last saved state when it detects an error

Drop and Forward Recovery

‘ [N

| 8 | time
Checkpoint K | Checkpoint K+1
(Frame K) i (Frame K+1)
An Error is Detected

(c) Drop and Forward Recovery (DFR): it drops a
current frame when an error occurs at control data,
and moves forward to the next frame in case of a
frame-based multimedia processing

Figure 3: Error Recovery Mechanisms



Traditional error recovery techniques can be classifieal Fur-
ward Error Recovery or FER (e.g., ECC) and Backward Error Re-
covery or BER (e.g., Checkpoints) [18] according to whenraare
is recovered as shown in Figure 3(a) and Figure 3(b), reispéct
We explore the use of Drop and Forward Recovery or DFR (See
Figure 3(c)) that combines error detection mechanisms etititk-
points to discontinue processing of the current frame arnuitiate
processing of the next checkpointed frame.

Our objective is to apply DFR techniques on a cache architect
that uses a PPC (partially protected caches) [10]. A PPGtacch
ture consists of two caches at the same level of memory kigyar
for unequal data protection — we refer to them as the unpexiec
cache and the protected cache. Typically, hardware-basx¥d E
techniques are applied on the protected cache — the runtiote p
lem is one of mapping information into the two respectivehesc
In our design, the protected cache is equipped with an EDC tha
only detects errors and hence improves power and perfoerasnc
compared to an ECC-equipped cache [13]. Since multimeda da
itself does not cause a system failure [10], multimedia daex-
posed to soft errors by being mapped into the unprotecteukdac
aPPC.

We first present a naive implementation of DFR in the PPC ar-
chitecture. Here, checkpoints are taken just before thirsiaop-
eration where each franm€ is encoded (similar to BER). The only
difference is that DFR must save the required values for e n
encoding frame (fram& + 1) in Figure 3(c). Whenever an error
is detected on the (control) data in the protected data dagltlee

proves the video quality while incurring more performancel a
power overheads due to rolling backward recovery. Inddelirnt-
finite value ofS always results in a BER policy and the zero value
of S does a DFR policy.

Frame-Aware DFR/BER

In this policy, we exploit our knowledge of frame character-
istics and its impact on the video quality to determine wheth
to apply DFR or BER when a frame is erroneous. For example,
I-frames (Intra-coded frames) are more important thanalés
(Predictively-coded frames) with respect to the video iy,
8]. Thus, if a frame in which a soft error is detected is impor-
tant in terms of the video quality, FA-DFR/BER (Frame-Aware
DFR/BER) rolls back and encodes this frame again (BER) te min
imize the quality loss. Otherwise, it drops the current feaamd
moves forward to the next frame (DFR). Based on available in-
formation at the mobile device, the importance of a framelman
decided in several ways. The frame type such as I-frame caiRef
is one example, and any I-frame will be encoded eventualiynm
soft error is detected. The FA-DFR/BER policy also mairgand
uses history, e.g., whether the previous frame has beepeliogr
not due to a soft error, in the recovery policy. If the prewdtame
was dropped, FA-DFR/BER prevents the current frame from be-
ing dropped since consecutive frame drops may degrade diee vi
quality significantly. Also, the difference between two seoutive
frames can be used to estimate the importance of a framens ter
of the video quality. The intuition behind this approachhattthe
larger the difference between two frames, the higher thaanpn

EDC mechanism in a PPC, content for the next frame encoding is the video quality if the current frame is lost. Thus, if théelience

loaded into the protected data cache with the help of theatipgr
system averting a memory-based system failure. The expmatta

between them is larger than given threshold value, FA-DERB
selects BER. Otherwise, DFR is selected.

is that generally a frame drop induced by DFR does not cause a QoS-Aware DFR/BER

significant quality loss mainly due to the inherent errdettance

of video data [9]. We next discuss extensions to the naive DFR
scheme to overcome quality losses when they occur due toeseve
frame drops.

3.3 Selective DFR Mechanisms

In a naive DFR approach, any single soft error at the hardware
layer causes a frame drop whenever it occurs at the conttal da
(non-multimedia data). However, a naive DFR can signifigant
degrade the quality in case of consecutive frame drops. &eept
this result, we present a family of intelligent schemes tfectea
policy that balances DFR and BER based on the useful inféomat
at the mobile device.

Slack-Aware DFR/BER

The main problem with a BER approach is the subsequent loss

of QoS due to violation of multimedia real-time guarantddew-
ever, if the remaining time to reach the deadline is enougteto

The potential problem with a DFR mechanism is the significant
degradation of the QoS due to several frame drops. QA-DFR/BE
(QoS-Aware DFR/BER) selects a BER policy when the obtained
QoS does not meet the QoS requirement. The current qualitg va
QoScurrent, for frames that have been encoded so far can be cal-
culated at the end of encoding of each frame. QA-DFR/BER se-
lects BER for the erroneous frame @foScurrent iS Worse than
QoSthreshold, given threshold QoS value. Otherwise, the default
policy, DFR, is selected. Note that QoS here refers to thedare
considering the decoder QoS must incorporate knowledgauagt
mission errors and is beyond the scope of this paper.

4. EXPERIMENTAL SETUP

4.1 System Compositions

To demonstrate the effectiveness of our cooperative, dayss
scheme to combat soft errors, we develop 5 system compasitio

encode the video frame when an error is detected, we can applyshown in Table 2:

BER rather than DFR for quality improvement. Since encoding
time is highly non-deterministic and varies from frame tanfie,
our scheme presents a knob to select a policy based on trsedlap
time with ACET (Average Case Execution Time). Our kndh,
indicates the portion of ACETT acer, that the system can en-
dure. Thus, SA-DFR/BER (Slack-Aware DFR/BER) selects BER
if the elapsed time from the start of the frame K encoding ® th
time of error occurrencelciapsed = Terror — Tk, IS smaller
than given threshold timeTipreshota = S X Tacer. Other-
wise, SA-DFR/BER selects DFR. For example,Sif= 0.2 and
Tacer = 100,000 cycles, Tinreshota becomes 20,000 cycles.
Thus, an error occurring before 20,000 cycles from theistacf

the current frame encoding results in BER. The highemlue in-
creases the probability of selecting the BER policy, and tino-

1. BASE: Thisis the default composition, which does not pro-
vide any error detection and/or correction. In this composi
tion, we use GOP (Group of Picture) video encoding [4]. For
GOP, the first frame is encoded as an I-frame and the other
frames are encoded as P-frames, and the quantizationscale i
set to 10. The middleware and operating system are unaware
of soft errors, and hardware has a unified unprotected cache.
BASE composition does not incur overheads for protection
in terms of power and performance, but suffers from high
failure rates and low multimedia quality due to no protectio
on internal data from hardware defects.

. HW-PROTECT: Inthis composition, all error detection and
correction are provided in hardware. This is implemented



Table 2: System Compositions - Our CC-PROTECT is a middlewag-driven, cooperative approach aware of hardware failures

System Compositions with respect to Error Resilience
Abstraction Layers BASE HW-PROTECT APP-PROTECT MULTI-PROTECT CC-PROTECT
Aoplicati GOP GOP PBPAIR PBPAIR PBPAIR
pplication (error-prone) (error-prone) (error-resilient) (error-resilient) (error-resilient)
oMonitor network errors | oMonitor network errors | oMonitor network errors
& Inform PBPAIR of PLR | & Inform PBPAIR of PLR | & Inform PBPAIR of PLR
Middl N N eTranslate SER
lddleware one one oTrigger Selective DFR
(Drive cache update
& Inform PBPAIR)
Operating System None oMap pages to a PP( None oMap pages to a PPC :m@ﬁitr;ﬁgsisﬁtgr?o':spc
Hard Unprotected Cachs PPC with ECC Unprotected Cache PPC with ECC PPC with“EDC”
ardware (error-prone) (error-protected) (error-prone) (error-protected) (error-protected)

through the use of Error Correction Code (ECC) in Partially
Protected Caches [10]. As compared to protecting the whole
cache, PPCs provide efficient reliability by just protegtine
non-multimedia data (control data) against soft errorss Th
composition presents the low failure rate and high QoS, as it
protects at hardware level. However, it incurs overheads in
terms of power and performance due to an ECC scheme.

. APP-PROTECT: In this composition, all error detection
and correction are provided in the application. For this, we
use error-resilient video encoding PBPAIR [8]. We set the
PLR parameter in PBPAIR to 0% to isolate the effects of soft
errors from those of network packet losses. Intra_Threkhol
is selected through the original method of PBPAIR to gener-

Cache Configuration
protected cache parameters
unprotected cache parameters|

Video Data
DFR Parameters
SER

Video Encoding Parameters|
error-prone video encoding
error-resilient video encoding

Results
Performance
Power
Reliability
QoS

Executable

Page Mapping

Analysis

Power Numbe
Access Penal

Figure 4: Experimental Setup — Compiler/Simulator/Analyzer

Application @

for a PPC architecture, compiler as shown in Figure 4 geeerait
only an executable but also a page mapping table. A page m@ppi

ate the similar size of the compressed video as GOP to ensureigple has a list of the marked global variables (multimedita))

a fair comparison with respect to the transmission cost.

. MULTI-PROTECT: In this composition, error correction
is provided at all levels. We use error-resilient video ehco
ing (PBPAIR) and a protected cache (a PPC with an ECC
scheme). It implements both error-resilience at the applic
tion layer and an ECC scheme at the hardware layer.

. CC-PROTECT: Thisis our proposed composition, in which
we use error-resilient video encoding PBPAIR and PPC with
an EDC scheme, and supports middleware-driven mecha-
nisms aware of soft errors such as translating SER for PB-
PAIR and triggering a hybrid scheme of DFR and BER.

Within our proposed composition, we study various selectiv
schemes such as:
e Naive DFR - always triggers a DFR mechanism.

e Naive BER - always triggers a BER mechanism.

No DFR/BER - never triggers a DFR or BER.
Random DFR/BER- randomly triggers a DFR or BER.
SA-DFR/BER - Slack determines a DFR or BER.
FA-DFR/BER - Frame determines a DFR or BER.

e QA-DFR/BER - QoS determines a DFR or BER.

4.2 Simulation Setup

We perform our study on an extensive simulation environment
that we have built to model the HP iPAQ h5555 [6] like processo
memory system. We have modified thien-cachesimulator from
the SimpleScalar toolchain [3] to model the PPC architecamd to
inject soft errors as in [10]. To support the unequal datzeotomn

which will be mapped into an unprotected data cache and ttex ot
data will be exclusively mapped into a protected data caohe i
PPC during simulations. Note that all data will be mapped art
unprotected cache in case of an error-prone data cache.

As test video stream#KIYO, FOREMAN andCOASTGUARD
in QCIF format (176< 144 pixels) are used for our simulation study,
and each of them represents a video clip of low activity, medi
activity, and high activity. To evaluate the cycle accunagsults
within reasonable amount of simulation time, 300 framesaufhe
video stream are chopped into 75 sequences of four framesrée
hours to simulate a video encoding with 300 frames of video on
Sun Sparc at 1.5 GHz). And we ran a simulation at least fougdim
with each sequence, and thus more than 300 runs have beé@dstud
(300 runs = 4 times of run x 75 sequences). DFR parame-
ters are inputs for selective DFR/BER schemes. For instamce
slack value §) is given for SA-DFR/BER in Section 3.3.

The simulator models soft errors by randomly injecting Eng
bit errors and double-bit errors in an unprotected dataecachord-
ing to SERs. Thus, a single-bit in a data cache is randomlgaio
and a bit value at this single-bit is inverted if a randomiygeated
number is less than SER when an instruction is executed sirtihe
ulator. Similarly, double-bit errors are injected. Sincpratected
data cache is resilient against single-bit errors, onlybtibit er-
rors occur. To accomplish the experiments in reasonableianod
time, accelerated SERs are used. SER is skitd! per KB per in-
struction for single-bit errors. Note that SER for curratinology
(about2.28 x 10™*7 at90nm)* is much less than this accelerated

LIt is projected using an exponentially increasing ratiarfrb,000
FIT/Mbit at 180nm technology to 100,000 FIT/Mbit at30nm
technology [2, 14].



SER by several orders of magnitude, but it increases expiaiign
as technology scales [2, 5, 14, 26]. However, we maintaiatica-
rate rate (about0~2) between single-bit SER and double-bit SER,
thus10~' per KB per instruction is used for double-bit errors.

4.3 Evaluation Metrics

5.1 Effectiveness of CC-PROTECT

Figure 5 clearly shows that our cross-layer, error-awapeagth
increases the reliability with the minimal costs of perfamme and
energy consumption at the minimal degradation of videoityual

Figure 5(a) clearly demonstrates that our CC-PROTECT (PB-
PAIR, a DFR mechanism, and a PPC with an EDC protection)

Our simulator returns the number of accesses and the nurhber Oimproves the failure rate by more than 1,000 times than that o

misses to each cache configuration. We analyzed theseistatis
with given power and performance numbers, and estimatezsacc

BASE (GOP and an unprotected data cache). This reliabitity i
provement is mainly because of the error detection and a DFR

time and energy consumption of memory subsystem as shown inmechanism in a cross-layered manner. While HW-PROTECT and
Figure 4. QoS is measured in PSNR (Peak Signal to Noise Ratio) \jyLT|-PROTECT have lower failure rates than that of BASE,-CC

using the encoded video output and the original video input.
Performance Model: For performance evaluation of each com-
position, we estimate the access latency to the memory subsy
tem. The access latency of memory subsysfeiis estimated as
L= (Acache X Laccess)+(Mcache X Lmiss)+(Npolicy X Lpolicy)
where A q.re IS the number of accesses to a cachg,cess is the
cache access timé\/ ... is the number of misses to a cache,

PROTECT has lower failure rate than them. This is becausasit h
less time to be exposed to soft errors due to a frame drop @&nd th
performance efficiency of PBPAIR than GOP. It is importaratth
APP-PROTECT (PBPAIR and an unprotected data cache) shows
the close failure rate to that of BASE since a failure resfitisn
errors on control data, which are not protected in APP-PROTE
Thus, our CC-PROTECT can achieve the best reliability amadhg

Ln.iss 1S the cache miss penalty, i.e., the access penalty to a buscompositions.

and a memoryN,.iicy iS the number of triggered policies such as
DFR and BER, and.,.i;cy is the latency penalty for a policy. The
overhead of delay for ECC is estimated and synthesized tiseng
CACTI [19] and the Synopsys Design Compiler [21] asin [10f a
the overhead of delay for EDC is calculated using the ratiozvéen
delays of ECC and EDC from [10, 13]. Also, the delay overheads
for DFR and BER are estimated through the simulations so that
the overheads for context switch and checkpoints are addibe a
analysis stage in our simulation study as shown in Figure 4.

Energy Model: We estimate the energy consumption of the
memory subsystem using the power models presented in [B@]. T
overheads of power for a Hamming code (38,32) and a paritg cod
are synthesized and estimated similar to those of delayp®tver
consumption penalty for a recovery policy such as DFR and BER
estimated through the simulations. The energy consumpfitine
memory SUbSyStel’E ask = (Acache X P(Lccess) + (Mcach,e X
Priss) + (Npoticy X Ppoticy) Where Pyccess iS the power con-
sumption per cache acced’,.iss is the power penalty per cache
miss, andP,.i:cy is the power penalty for a recovery policy. Due
to the lack of space, power and delay penalties are detailedri
technical report [11].

Failure Rate Model: To estimate reliability, we define an exe-
cution aSucces# it ends within twice of a normal execution time
and returns the correct output opened by a decoder. Otheritis
is aFailure such as a system crash, infinite loop, or segmentation
fault. Note that the degradation of video data is not considias a
failure in our study. The failure rate has been obtaineduttpinoat
least hundreds of executions for each composition by cogritie
number of failures out of a total number of executions basethe
binomial distribution analysis [11].

Quality of Service Model: We estimate the QoS in PSNR.

PSNR is defined in dB a®SNR = 10LOG10(4AX) where
MAX is the maximum pixel value anblISEis the Mean Squared
Error, which is the mean of the square of differences betvieen
pixel values of the erroneous video output (due to soft eramrd
frame drops), and of the correctly reconstructed outputh@uit

errors).

5. EXPERIMENTAL RESULTS

We present two sets of experiments. First, we demonstrate th
effectiveness of our cooperative, cross-layer methodsvindost
reliability at the slight cost of QoS for different videoesams (Sec-
tion 5.1). Second, we show the effectiveness of intelligFiR/BER
selection schemes to improve the video quality (Sectioj 5.2

Figure 5(b) shows that our CC-PROTECT is the best in terms
of performance. It reduces the memory subsystem accesdyime
58%, compared to that of BASE. It is very effective since o@-C
PROTECT reduces the failure rate by 1,000 times and it resiinege
access latency of memory subsystem compared to BASE. Naite th
all the other compositions incur the performance overheadk-
PROTECT improves the performance. This performance ingrov
ment is because of skipping intensive compression algosttiue
to a DFR mechanism and the performance efficiency of PBPAIR
algorithms. However, the performance efficiency of PBPAIRGt
well exploited in case of APP-PROTECT as it shows 5% overhead
compared to BASE because PBPAIR increases the compregsion e
ficiency rather than the performance efficiency at low PLRhag
0% PLR. With the same reason, MULTI-PROTECT incurs about
4% overhead compared to BASE. Indeed, HW-PROTECT does not
incur the performance overhead because a PPC achievesdrigh p
formance by protecting only non-multimedia data [10].

With the perspective of energy consumption of memory subsys
tem, our CC-PROTECT saves the energy consumption by 49%,
56%, 52%, and 57% as compared to BASE, HW-PROTECT, APP-
PROTECT, and MULTI-PROTECT, respectively, as shown in Fig-
ure 5(c). Our CC-PROTECT reduces the energy consumption of
memory subsystem due to (i) less expensive EDC technique tha
ECC, (ii) skipping expensive compression algorithms due to-
operative DFR mechanism, and (iii) energy efficiency of PBPA
by introducing more intra-coded macro-blocks than experisiter-
coded macro-blocks. Note that all other compositions irosr-
heads of performance and power compared to BASE except for CC
PROTECT. Thus, our CC-PROTECT can even reduce the power
and access time of memory subsystem while obtaining therkigh
liability.

Our CC-PROTECT achieves video quality close to those ofrothe
compositions as shown in Figure 5(d). While an EDC scheme pro
tects the non-multimedia data in our CC-PROTECT, a frame dro
due to a DFR mechanism degrades the video quality. Note Bt P
PAIR algorithms can improve this video quality by incregsthe
resilience level at the cost of the compressed video sizes{jog the
transmission costs of power and delay). However, CC-PRATEC
saves at least 49% of power and performance for the minintal fa
ure rate at the minimal cost of QoS by up to 1.41 dB (less than 5%
quality degradation) compared to all the compositions. eNbat
these results come from only one soft error at the protecietiec
in a PPC (tens errors in the unprotected cache), and the gidgse
ity may degrade significantly due to multiple frame dropsitirsg
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Figure 5: CC-PROTECT achieves the low-cost reliability at he minimal QoS degradation

from multiple occurrences of soft errors. We will preserd tx-
perimental results in those cases in Section 5.2.

Table 3 summarizes the normalized results of each compnsiti
to those of BASE in terms of performance, power, reliahilétgd
QoS for different video streams. This table clearly showet th

the effectiveness of our CC-PROTECT. For instance, a coitipos
(GOP and a 32 KB of protected cache with an ECC — forward error
recovery) incurs 45% performance and 34% energy overheads a
compared to BASE. This is because all data (multimedia dada a
control data) are protected from soft errors with an expens&iCC

CC-PROTECT has the least costs of power and performance forscheme. Due to the lack of space, more results are availableri

the minimal failure rate with the minimal QoS degradation &6
video streams. The interesting observation that we can rinake
this table is that we can even improve the video quality wiiik

technical report [11].
In summary, our cooperative, cross-layer methods expDER
mechanism with an inexpensive EDC protection to decrease th

saving the performance and power costs (73% and 66%, respec-ailure rate by about 1,000, and an error-resilient video encoding

tively) compared to BASE for a video strea#KIYQ. This qual-

ity improvement (about 2%) is because: (i) a frame drop may no
affect the video quality for a video stream with low-actwiguch

as AKIYO and (ii) less amount of execution time of PBPAIR re-
sults in less exposure of a data cache to soft errors. Indbed,
QoS impact of one frame drop fé&tKIYO s about 0.08% on av-
erage. On the other hand, for high activity of video streachsu
asCOASTGUARDour CC-PROTECT degrades the video quality
by about 6% in PSNR. But still CC-PROTECT demonstrates the
least access time and energy consumption for the minimiakéai
rate. Note that all these results are evaluated under thditamm

of no errors in the network. We also observed the similarltesu
under the various network status. For example, at 10% PLR, ou

technigue to minimize the quality degradation by 2% whilg- si
nificantly saving the access time by 61% and energy consompti
by 52% on average over multiple video streams, as compared to
BASE. Also, our cooperative, cross-layer approach ackieveet-

ter reliability than a previously proposed PPC architextuith an
ECC protection at the cost of 3% QoS degradation while redypici
the access time by 60% and the energy consumption by 58%.

5.2 Effectiveness of Intelligent Selective Schemes
Our CC-PROTECT outperforms all possible compositionsrimge

of performance, power, and reliability while it slightly glades

the video quality mainly due to frame drops when soft erraxsio

CC-PROTECT reduces access time of memory subsystem by 58%,Figure 6 demonstrates that all intelligent selective sefeimprove

while APP-PROTECT saves it by 32% (more error rate triggers
more intra-coded macro-blocks, causing high performandeB-
PAIR algorithms), as compared to BASE. Also, we have run simu
lations for different compositions and similar results destrated

the video quality without incurring performance and enecggts
significantly (still mostly lower than costs of BASE).

In Figure 6, X-axis represents selective mechanisms cogdpar
to BASE. Note that they are all running PBPAIR on a PPC archi-
tecture with an EDC scheme except for BASE (running GOP on



Table 3: CC-PROTECT is very effective in terms of performane, power, and reliability at the minimal QoS degradation fordifferent
video streams (normalized result of each composition to thaf BASE)

Video Stream System Composition Access Time | Energy Consumption | Failure Rate | Video Quality

BASE 1 1 1 1
HW-PROTECT 0.99 1.14 0.4 E-2 1.02
AKIYO APP-PROTECT 0.87 0.89 13.2E-2 1.01
(low activity) MULTI-PROTECT 0.89 1.03 0.2 E-2 1.02
CC-PROTECT 0.27 0.34 0.1 E-2 1.02

BASE 1 1 1 1
HW-PROTECT 1 1.15 0.5E-2 1.04
FOREMAN APP-PROTECT 1.05 1.06 12.3E-2 1.01
(medium activity) MULTI-PROTECT 1.04 1.19 0.3E-2 1.03
CC-PROTECT 0.42 0.51 0.1 E-2 0.99

BASE 1 1 1 1
HW-PROTECT 0.99 1.14 0.4 E-2 1.03
COASTGUARD APP-PROTECT 1.09 1.1 13.0 E-2 0.99
(high activity) MULTI-PROTECT 1.06 1.23 0.3 E-2 1.02
CC-PROTECT 0.49 0.58 0.1 E-2 0.93

an unprotected cache) and No DFR/BER (running PBPAIR on a
PPC without any protection) for comparison. And we paranede

a policy selection based on available information in a nmeUd#-
vice. Naive DFR scheme shows the worst video quality as shown
in Figure 6(d) at the least costs in terms of power and peidoa

as shown in Figure 6(b) and Figure 6(c). Note that Naive DFR in
Figure 6 results from multiple soft errors (1.7 errors orrage) on

the protected data cache in a PPC, which degrades the vid¢o qu
ity worse than that of CC-PROTECT in Figure 5(d). On the other
hand, Naive BER scheme presents the better video qualitythiza

of Naive DFR while incurring the most expensive power and per
formance costs compared to other schemes. In terms ofitijiab
Naive BER shows worse failure rate than that of Naive DFR as
shown in Figure 6(a). This is mainly because Naive BER irsgea
the execution time, causing the more time for a PPC to be expos
to soft errors. Clearly, No DFR/BER does not have a mechanism
to protect a system from soft errors, causing very high faihate

as shown in Figure 6(a). Note that Figure 6(d) shows highaewi
quality of No DFR/BER than others. This is because we medsure
the video quality in PSNR when simulations are successesewhe
No DFR/BER does not skip any frame. Random DFR/BER pro-
vides the good video quality with inexpensive power and grerf
mance. For SA-DFR/BER, the results have been profiled wih th
knob S (the portion of ACET) from 0% to 100% in 10% incre-
ments, and SA-DFR/BER with' = 60% is compared in Figure 6
since it is the least value of the knob to recover the videdityua
better than that of BASE according to profiled results. Hasveit

is an expensive approach since it incurs high overheadsrirstef
power and performance while it presents a better video yuthkn

that of Naive DFR. For FA-DFR/BER scheme, our preliminary ex
periments show that the difference in PSNR between cornigecut
frames make the@"?, 374, and 4" frame in the descending or-
der of the importance on average. Thus, FA-DFR/BER With
frame is studied to improve the video quality most and ingisa
that we select BER rather than DFR whenever a soft error eccur
in encoding the2"? frame. In these particular experiments, FA-
DFR/BER scheme is more effective than SA-DFR/BER scheme
since it has lower costs with better QoS (failure rates aneejl

For QA-DFR/BER, 31.79 dB is considered as the QoS threshold
value since it is the average video quality in case of BASE- QA
DFR/BER provides lower video quality while incurring lesssts
than FA-DFR/BER scheme. Thus, each selective scheme has pro
and cons in terms of performance, power, reliability, andQo

In summary, selective DFR/BER mechanisms allow a system to
maintain the video quality and reliability with minimal desof
power and performance.

6. DISCUSSION

Reliability is of paramount concern in mobile devices whibie
resources such as power and performance are constrainauiein
to resolve the complexity of trade-offs among multi-dimienal
properties, a cross-layer approach from the hardware laytre
application layer should be taken into account since tiadii tech-
nigues are unable to address the impacts of an approach en oth
properties at other layers, and are unable to drive the whe
tem’s reliability in a power and performance efficient way.

Traditionally, reliability techniques have been develbge in-
dividual levels, and have remained seemingly incognizdrnhe
strategies employed at other levels. While focusing thiéngion
to a single level, researchers make a general assumptibmaha
other schemes are operational at other levels. We beliaietth
cumulative effect of reliability schemes at multiple levelan be
potentially significant; but this also requires carefulleation of
the trade-offs involved and the customizations requiredifafied
operation. By synergistic cooperation among EDC at thevhairel
level, DFR and BER at the middleware, and PBPAIR at the applic
tion level on mobile multimedia systems, we obtain highataility,
high performance, and high energy saving at the cost oftsQgis
degradation.

Our future work includes the extended cross-layer approanh
sidering program codes in other hardware components suith as
struction caches, and various error control schemes withrent
error models across system abstraction layers. Alsoligeel de-
sign space algorithms will be investigated to efficientlyogusys-
tem designers for exploiting our cross-layer schemes.
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