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Web personalization has demonstrated to be advantageous for both online customers and
vendors. However, its benefits may be severely counteracted by privacy constraints. Per-
sonalized systems need to address these privacy constraints, including users’ personal pri-

vacy preferences as well as privacy laws and industry self-regulations that may be in effect.

This research aims to reconcile privacy and web personalization. In particular, this research
proposes user-tailored privacy enforcement in personalization, i.e., catering privacy to the
situation of each individual user. This research develops a framework for privacy-enhanced
personalization based on product line architecture (PLA). This framework provides a sys-
tematic and flexible way to model, manage and enforce applicable privacy constraints in
web personalization. Our systematic analysis of over 40 privacy laws shows that these le-
gal requirements can not only affect the collection, storage and transfer of personal data,
but also the methods that may be used to process the data in personalized systems. This
framework dynamically selects and de-selects personalization methods during runtime in

observance of each user’s applicable privacy constraints.

A controlled experiment shows that users value the user-tailored privacy enforcement in
personalization: they have higher regard for the privacy practices of a personalized system,

disclose more information about themselves to the system, and do not perceive less per-
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sonalization benefit. Besides, a performance evaluation of our framework shows that it is
technically feasible for internationally-operating personalized sites even with the highest

traffic today.
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Chapter 1

Introduction

1.1 Background and Motivation

Personalized (or user-adaptive) systems cater their interaction to each user based on users’
individual characteristics (Kobsa, 2003). To do that, personalized systems collect a large
amount of user data (usually in an unobtrusive way) and “lay them in stock™ for future
adaptation. Generally, the more information becomes collected about users, the better will
be the quality of personalization. Personalized systems employ various personalization
methods (Kobsa et al., 2001), for instance, machine learning methods (Webb et al., 2001),
to derive additional assumptions about users. The collected user data and derived assump-
tions about users are often used to build user profiles (a.k.a., user models), based on which
services are personalized. As such, the process of personalization usually consists of user
modeling and adaptation. User modeling is concerned with building user models, while

adaptation creates personalized services based on the user models.

Personalization research has a root in Artificial Intelligence (Al) and early work has been

traditionally applied in areas such as plan recognition (Allen, 1979), dialog systems (Kobsa



and Wabhlster, 1989) and tutoring systems (Kass, 1989). More recently, personalized sys-
tems have flourished on the World Wide Web. We use the term web personalization to
denote personalized services on the web. Nowadays, web personalization can be found in
various types of applications such as entertainment (Movielens, 1997), e-commerce (Goy
et al., 2007), education (Brusilovsky and Millan, 2007), news (Billsus and Pazzani, 2007),
healthcare (Cawsey et al., 2007), search (Micarelli et al., 2007) and collaboration (Soller,
2007). Concrete examples of personalized services include customized content (e.g., per-
sonalized finance pages or news collections), customized recommendations of movies and
music, customized advertisements based on past purchase behavior, customized (preferred)
pricing, customized form of representation (e.g., audio, text), tailored email alerts, and ex-

press transactions.

Industry reports show evidence that providing personalization brings websites many ben-
efits such as attracting more users and improving brand loyalty (Hof et al., 1998; Coop-
erstein et al., 1999; Hagen et al., 1999). Consumer studies also indicate that users value
personalized services on the Web (Personalization Consortium, 2001; Tam and Ho, 2003;

ChoiceStream, 2005).

However, this win-win situation is undermined by privacy concerns (IBM, 1999; Forrester
Research, 1999; DePallo, 2000; Teltzrow and Kobsa, 2004; Turow et al., 2009). For in-
stance, a user who enjoys the personalized book recommendations provided by Amazon
is likely to feel uneasy when her profile information is shared with others. Web users are
not only concerned about disclosing their data online, but have also acted against websites’
data collection practices (e.g., by leaving websites that require registration information or
by entering fake registration information). Since personalized systems collect personal
data, they are also subject to privacy laws and regulations if the respective individuals are
in principle identifiable. Our analysis of more than 40 privacy laws (Wang et al., 2006a)

shows that if privacy laws apply to a personalized website, they often not only affect the



data that are collected by the website, the way in which the data is transferred and to which
party it is transferred, but also the methods that may be used for processing them. For
instance, the German Telemedia Law of 2007 (DE-TML, 2007) mandates personal data to
be erased immediately after each session except for very limited purposes. This provision
would affect the use of those machine learning methods where the learning takes place over

several sessions.

To reconcile privacy and web personalization, two main types of privacy constraints need
to be taken into consideration in designing and implementing web-based personalized sys-
tems: regulatory privacy requirements set out by various privacy laws and regulations, and
users’ personal privacy preferences/needs. Although regulatory privacy requirements are
subject to amendments and revisions, the changes usually take a relatively long period of
time (at least months, typically years). In contrast, users’ privacy preferences/needs are
highly situated, flexible and contingent (Palen and Dourish, 2002). This research focuses
on understanding how both kinds of privacy constraints might affect the ways in which
web-based personalized systems operate, and on developing technical solutions that aim to

handle these privacy constraints without unduly compromising web personalization.

1.2 Research Overview

The overarching goal of this research is to reconcile privacy and web personalization. More
specifically, this research aims at respecting various privacy constraints stemming from
privacy laws and regulations as well as users’ personal privacy preferences, while at the
same time providing high-quality web personalization. The scope of this research and its

research hypotheses will be discussed in this section.



1.2.1 Scope

Figure 1.1 shows a generic (application-independent) user modeling architecture proposed
by Kobsa and Fink (2006). It consists of two main functional components: a user modeling
system and a set of user-adaptive applications. The former is responsible for building and
maintaining user models that represent and store different information/assumptions about
users such as their beliefs, goals, plans and preferences. It also has reasoning capabilities
(i.e., user modeling methods/components) for deriving additional assumptions based on
existing ones. We define this as the user data reasoning aspect of personalized systems.
The latter generates and delivers user-adaptive/personalized services (e.g., personalized
book recommendations) to Internet users based on their information retrieved from the

user modeling system.

User-Adaptive
Applications

Users User Modeling Server

Personalized
shopping site

Personalized

Jo

news
provider

User models

Personalized
bank

User Modeling
Components

Figure 1.1: A Generic User Modeling Architecture and The Focus of This Research

A user modeling system can be implemented as part of a user-adaptive application. In this
case, the user modeling system is usually called as a user modeling shell (Kobsa, 1990). Al-

ternatively, the user modeling facility can be implemented as an independent user modeling



server (UMS) (Kobsa, 2001) that can serve different user-adaptive applications at the same
time. Conceptually, a UMS, the central venue of storage of users’ information, provides a
number of advantages such as user information acquired by one application can be used by
other applications and vice versa (see (Kobsa, 2001) for more detailed discussions about the
advantages). Physically, however, a UMS can be “centralized” (e.g., on a single machine or
platform), or “distributed” across several machines or platforms to improve its availability
and performance. Note that the distribution of a UMS is different from the notion of client-
side personalization. In client-side personalization, user information is usually stored, and
all user modeling and personalization carried out, at the user’s machine so that the user has
control over the personal data and their usage. In contrast, in physically distributed UMS,
data is usually stored, and all user modeling and personalization performed, in machines

controlled by the user modeling system rather than the user.

A large number of UMS have been developed and are widely employed for both academic
and commercial purposes. Because of their heavy usage and critical role played in today’s
web personalization, this research mainly focuses on developing intelligent and effective
privacy enhancement mechanisms for them. That is to say, from an architectural point of
view (see Figure 1.1), this research does not focus on privacy enhancement in the interac-
tions between end users and user-adaptive applications (e.g., privacy-enhancing user inter-
faces), nor on privacy enhancement in the interactions between user-adaptive applications
and the UMS (e.g., access control of what user information can be acquired by a particular
application). Instead, this research concentrates on how privacy constraints might affect the

internal operations of a UMS (highlighted by a color box in Figure 1.1).

When privacy laws are applicable to a personalized website, they often not only affect the
data that are collected by the website, but also the methods that may be used for processing
the users’ data (Kobsa, 2003; Wang et al., 2006a). This research is primarily concerned with

the perspective of reasoning about users’ data. More specifically, this research focuses on



how privacy constraints might affect the usage of user modeling methods in a user modeling
server and on mechanisms to responsively respect and handle applicable privacy constraints
(e.g., changes of users’ privacy preferences/decisions) in using permissible user modeling

methods.

1.2.2 Hypotheses

In order to achieve our goal of reconciling privacy and personalization, we seek to de-
velop a solution that (1) brings privacy and personalization values to end users, and (2) is
technically feasible so that contemporary personalized sites even ones with heavy traffic
can adopt our solution. To test our approach, this research formulates and examines the
following hypotheses. We thereby define privacy constraints as legal and regulatory pri-
vacy requirements as well as the user’s personal privacy preferences. We also use the term
personalized privacy-aware user modeling to denote the practice of respecting applicable
privacy constraints for each user when employing user modeling methods in web-based

personalized systems.

o Hypothesis 1: If a web-based personalized system respects applicable privacy con-
straints for each user in its usage of personalization methods, and informs its users
about this privacy-aware practice, then users will have higher regard for the privacy

practices of the system.

This hypothesis is important because users’ privacy concerns are impediments of
web personalization. Chellappa and Sin (2005) found that users’ stated intention to
use personalized services is negatively influenced by their privacy concerns. If users
have higher regard for the privacy practices of a personalized system, they are more

likely to embrace and engage with web personalization.

o Hypothesis 2: If a web-based personalized system respects applicable privacy con-
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straints for each user in its usage of personalization methods, and informs its users
about this privacy-aware practice, then users will disclose more information about

themselves to the system.

This hypothesis puts forward since users’ information is integral in generating web
personalization (see Section 1.1). Generally, the more information users disclose
about themselves, the more personalized systems know about the users, and the better

will be the quality of web personalization.

Hypothesis 3: If a web-based personalized system respects applicable privacy con-
straints for each user in its usage of personalization methods, and informs its users
about this privacy-aware practice, then users will be more likely to exhibit other

privacy-sensitive behaviors, e.g., make online purchases.

Besides self-disclosure of their data to the personalized sites, users typically exhibit
additional privacy-related behavior such as leaving personalized sites requiring regis-
tration, providing fake information for registration and making purchases on person-
alized e-commerce sites. In online purchases, users need to provide their financial
information (e.g., credit card number or online bank account) which are highly sensi-
tive personal information that users are reluctant to disclose (Ackerman et al., 1999;
IBM, 1999). The examination of this hypothesis will shed light on how privacy-
aware user modeling would affect users’ disclosure of sensitive information about
themselves. Particularly interesting is the fact that the information that is needed for
an online purchase is difficult to fake, in the sense that if a user fakes it (e.g., the
credit card number), the purchase or transaction may be invalidated. In comparison,

users can easily fake other sensitive personal information such as their income.

Hypothesis 4: If a web-based personalized system respects applicable privacy con-
straints for each user in its usage of personalization methods, and informs its users

about this privacy-aware practice, then this will not compromise users’ perceived



personalization benefits.

Hypothesis 4 is important because the goal of this research is to reconcile privacy
and personalization. If the privacy-aware user modeling does compromise users’
perceived benefits of web personalization, then it fails to strike a good balance be-

tween privacy and personalization.

e Hypothesis 5: Respecting applicable privacy constraints for each user in the us-
age of personalization methods is technically possible with reasonable computing

resources even for contemporary personalized sites with heavy traffic.

The last hypothesis is concerned with the scalability of personalized privacy-aware
user modeling, i.e., whether it can be carried out with contemporary personalized

sites, and even those with heavy traffic.

In order to achieve a better understanding of the background of these hypotheses, this

research asks the following questions:

Q1: What are the privacy constraints in the domain of web personalization?

Q2: How do these privacy constraints affect the internal operations of web-based

personalized systems, particularly the usage of user modeling methods?

Q3: Which privacy constraints or what aspects of them are under-addressed in current

web-based personalized systems?

Q4: In what ways can these aspects of privacy constraints be handled better?

Section 2.2 will address Q1 and Q2, and Section 3 will explore Q3 and Q4.



1.3 Summary of Contributions

The main contributions of this research lies in (1) analyzing, modeling, managing and
enforcing privacy constraints in web personalization, and (2) conceptualizing, prototyping

and evaluating a novel privacy-enhanced personalization framework.

1.3.1 Contributions from Analysis of the Impacts of Privacy Laws on

Personalized Systems

e Our detailed analysis of privacy laws recognizes their impacts on personalized sys-

tems and reveals similarities, differences and trends in various privacy laws.

e We found that privacy laws not only affect data collection and storage, but also data

processing/reasoning involved in web personalization.

e The practical implication of the previous finding is that legal and regulatory privacy
requirements may allow or prohibit the usage of certain user modeling methods in

personalized systems.

1.3.2 Contributions from PLA-based Framework for Privacy-Enhanced

Personalization

e Our approach that is based on the conception of product line architecture (PLA) mod-
ularizes privacy constraints and personalization components. The result is a flexible
approach that not only helps address the complexity of building personalized sys-
tems, but also strongly supports their evolution: as new privacy and personalization

concerns arise, they can be modularly added to the PLA.



e Our framework respects and addresses the traditionally neglected impacts of privacy

constraints on personalization methods (data processing/reasoning).

e Our approach does not only allow one to specify privacy requirements, but it also

enforces their consequences on user modeling methods.

e Because of the explicit representation of legal requirements and their consequences
in personalized systems, our approach helps make internal/external audit and system

compliance with privacy constraints easier.

e Our approach acknowledges that individual users may have different privacy con-

straints. The privacy that the system affords is personalized to cater to each user.

e To our best knowledge, this is the first time that individual users’ privacy constraints
are treated as first-class design requirements and become part of system design spec-

ifications for personalized systems.

e Our approach allows privacy constraints to be addressed dynamically when users

change their privacy preferences or when privacy laws change, even during runtime.

1.3.3 Contributions from User Evaluation of the Framework

e With our privacy enhancement mechanism, users have higher regard for the privacy

practices of the personalized site.

e With our privacy enhancement mechanism, users disclose more information about

themselves to the personalized site.

e With our privacy enhancement mechanism, users make more book purchases on the

personalized site.

10



e Our privacy enhancement mechanism does not unduly compromise users’ perceived

personalization benefits.

1.3.4 Contributions from Performance Evaluation of the Framework

e The light-weight PLA representation, request distribution and multi-level caching

mechanisms significantly improve the system performance.

e Contemporary personalized websites, even the ones with heaviest Internet traffic,
e.g., Yahoo, can adopt our approach to provide privacy-enhanced web personalization

to its users with a reasonable number of extra servers.

1.3.5 Recap of Contributions

e Our analysis of privacy laws reveal that they affect the usage of user modeling meth-

ods used to make inferences about users in personalized systems.

e Our PLA-based framework provides a flexible, extensible, and enforceable approach
in modeling and addressing each user’s privacy constraints in web personalization in

a responsive manner.

e QOur evaluations of the framework show that users value user-tailored privacy en-
forcement in personalization, and that it is technically feasible even for personalized

sites with heavy traffic.
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Chapter 2

Privacy Requirements and Their

Impacts on Personalized Systems

In this chapter we describe various privacy constraints in the domain of personalized sys-
tems. Note that the privacy constraints discussed here are predominately about user/consumer
privacy with regard to companies. People’s privacy with regard to government, and inter-

personal privacy are not the focus of this research.

2.1 Privacy Constraints

Privacy has been recognized as a fundamental human right at least since the seminal work
of Warren and Brandeis (Warren and Brandeis, 1890). In recent decades, various privacy
issues have been raised and have attracted substantive attention in society, due to the pro-
liferation and advancement of innovative information technologies such as computers, the
Internet, and recently mobile and ubiquitous computing applications. Despite its impor-

tance, the concept of privacy is difficult to grasp. Privacy is a truly multi-dimensional

12



notion. It involves, but is not limited to, cultural, social, legal, psychological, political,

economic and technical aspects.

Privacy has been studied for decades, and many different definitions of privacy have been
proposed. For instance, prominent 19th-centry American justice Thomas Cooley defined
privacy as “the right to be left alone” (Cooley, 1888). Warren and Brandeis (Warren and
Brandeis, 1890) defined privacy as “the right of determining, ordinarily, to what extent his
thoughts, sentiments, and emotions shall be communicated to others”. Westin (Westin,
1967) described privacy as “the ability to determine for ourselves when, how, and to what
extent information about us is communicated to others”. Irwin Altman conceptualized
privacy management as a dynamic and dialect boundary regulation process that involves “a

selective control of access to the self or to one’s group” (Altman, 1975).

A number of scholars extend these theoretical notions of privacy to meet the challenges in
an age of information technologies. Palen and Dourish (2002) drew from Irwin Altman’s
privacy regulation theory (Altman, 1975) and argued that privacy is not static but highly nu-
anced, situated and contingent, something that is being constantly acted out. Dourish and
Anderson (2006) suggested that privacy should not be studied and/or treated in isolation but
rather in relation with the ecology of human information practices. Helen Nissenbaum con-
ceptualized privacy as “contextual integrity”, which “ties adequate protection for privacy
to norms of specific contexts, demanding that information gathering and dissemination be
appropriate to that context and obey the governing norms of distribution within it” (Nis-
senbaum, 2004). Others take a more pragmatic approach towards conceptualizing privacy.
For instance, Daniel Solove (Solove, 2006) commented that “privacy is in disarray and no-
body can articulate what it means” and then proposed a concrete taxonomy of privacy in

terms of information collection, processing, dissemination, and invasion.

Despite the existence of various conceptualizations of privacy, there is no unanimously

agreed-upon definition of privacy. This is largely due to the fact that privacy is "an over-
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whelmingly large and nebulous concept”" (Boyle and Greenberg, 2005). Young (Young,
1978) wittedly commented that "privacy, like an elephant, is...more readily recognized than
described". Nevertheless, we take the position that privacy is personal, dynamic, and situ-

ated (context-dependent).

If privacy considerations are taken into account in the design of computer systems, they
constrain the possible design space for such systems. Solutions that violate privacy con-
straints cannot be considered any more. Privacy constraints for computer systems stem
primarily from two sources, namely from privacy laws and regulations and from personal
privacy expectations of the computer users. Figure 2.1 shows the hierarchy of these con-

straints with a focus on privacy laws and regulations (Wang and Kobsa, 2009).

Privacy constraints

.

Privacy laws and regulations Users’ personal privacy preferences
Privacy regulations Privacy laws
Industry Privacy /\
standa 3 seals . . . . .
standards Super-national guidelines National laws State/province laws
L OECD Omnibus law Domain-
EU Directives L More... mnbus faws -
Guidelines specific laws
National More... . /\ .
Advertising Omnibus laws Domain-specific laws

Initiative TRUSTe More...

Australia ~ Germany More... HIPPA COPPA More...

Figure 2.1: The Hierarchy of Potential Privacy Constraints
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2.2 Impacts of Privacy Laws and Regulations

2.2.1 Privacy Laws

There are two schools of thoughts regarding privacy legislation (Xu, 2009). One school
of thoughts view privacy as a fundamental human right, e.g., Young (1978) suggested that
“the right to privacy is inherent in the right of liberty”. The other school of thoughts view
privacy as “a commodity”, e.g., Waldo et al. suggest that privacy has instrumental value
which “sustains, promotes, and protects other things that we value” (Waldo et al., 2007). In
consequence, “human right” societies such as Australia, Canada, and European Union have
legislated “omnibus” privacy laws that govern all instances of data practices in all sectors
of their economies. In contrast, “commodity” societies did not legislate “‘omnibus” privacy
laws. Some countries in this category, the U.S., for instance, has several sector-specific

privacy laws and industry self-regulations (Smith, 2001, 2004).

We have witnessed a proliferation of privacy laws and regulations. There are currently
more than 40 countries that have their own national privacy laws. Besides, various types
of privacy regulations, industry seal programs, and company self-governing policies are
launched like bamboo shoots after spring rain. When users are in principle identifiable (i.e.,
a user can be identified with a reasonable amount of effort), privacy laws and regulations

often apply.

Privacy laws and regulations usually lay out both organizational and technical requirements
for ensuring the protection of personal data that is stored and/or processed in information
systems. These requirements include, but are not limited to, proper data acquisition, no-
tification about the purpose of use, permissible data transfer (e.g., to third parties and/or
across national borders) and permissible data processing (e.g., organization, modification

and destruction). Other requirements prescribe user opt-ins (e.g., asking for their consent
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before collecting their data), opt-out (e.g., of data collection and/or data processing) and
user inquiries (e.g., regarding what personal information was collected and how it was pro-
cessed and used). Others mandate the establishment of adequate security mechanisms (e.g.,

access control for personal data), the supervision and the audit of personal data processing.

Westin and van Gelder (2003) provide a historical account of privacy and data protec-
tion legislation, which Europe and the U.S. initiated parallel endeavors. The U.S. inaugu-
rated the Fair Credit Reporting Act of 1970 (US, 1970) and the Privacy Act of 1974 (US,
1974) for the protection of citizen and consumer information databases. The Fair Informa-
tion Practice Principles (FTC, 1973) that were first formulated by the U.S. Department of
Health, Education and Welfare in 1973 became the basis for many privacy laws and regula-
tions worldwide. A number of Western European countries, such as France, Germany and

Sweden followed the trend in the late 1970s and early 1980s .

In 1980, the Organisation for Economic Co-operation and Development (OECD) drafted
Guidelines on the Protection of Privacy and Transborder Flows of Personal Data (OECD,
1980) These guidelines are however not binding for its currently 30 member countries,
which include the U.S.. The European Union issued two privacy-related directives (EU,
1995, 2002) that set out the minimum standards for its member states to implement in
their respective national privacy laws. The Asia-Pacific Economic Cooperation (APEC)
recently also drafted a privacy framework (APEC, 2005), serving as recommendations for

its currently 21 member countries including the U.S.

In the U.S., several sector-specific laws have come into effect such as the Health Insurance
Portability and Accountability Act of 1996 (HIPAA) (HHS, 1996) for medical privacy,
the Children’s Online Privacy Protection Act of 1999 (COPPA) (FTC, 1999) for protecting
children under the age of 13, the Gramm-Leach-Bliley Act of 1999 (US, 1999) for financial
privacy, and the Sarbanes-Oxley Act of 2002 (SEC, 2002) for accounting and financial

reporting. In 2000, the Federal Trade Commission (FTC) published a widely known report
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to Congress on Fair Information Practice Principles (FTC, 2000b). In the same year, the
FTC also issued the so-called Safe Harbor Principles (FTC, 2000c) to meet the adequacy
standard imposed by the EU. In 2006, the Association for Computing Machinery (ACM),
the world’s largest computer science association, announced recommendations of privacy

principles drafted by its U.S. Public Policy Committee (USACM, 2006).

Our analysis (Wang et al., 2006a) of over 40 privacy laws found that if such laws apply to a
personalized website, they often not only affect the data that is collected by the website and
the way in which data is transferred, but also the personalization methods that may be used

for processing them. The following are some example codes (Wang and Kobsa, 2006):

1. Value-added (e.g. personalized) services based on traffic ' or location data require
the anonymization of such data or the user’s consent (EU, 2002). This clause clearly
requires the user’s consent for any personalization based on interaction logs if the

user can be identified.

2. The service provider must inform the user of the type of data which will be processed,
of the purposes and duration of the processing and whether the data will be trans-
mitted to a third party, prior to obtaining her consent (EU, 2002). It is sometimes
fairly difficult for personalized service providers to specify beforehand the particular
personalized services that an individual user would receive. The common practice is
to collect as much data about the user as possible, to lay them in stock, and then to

apply those personalization methods that “fire” based on the existing data.

3. Users must be able to withdraw their consent to the processing of traffic and location
data at any time (EU, 2002). In a strict interpretation, this stipulation requires person-
alized systems to terminate all traffic or location based personalization immediately

when asked, i.e. even during the current service. A case can probably be made that

The traffic data is of communication networks (such as cell phone network and the Internet).
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users should not only be able to make all-or-none decisions, but also decisions on

individual aspects of traffic or location based personalization.

. Personal data must be collected for specified, explicit and legitimate purposes and
not further processed in a way incompatible with those purposes (EU, 1995). This
limitation would impact central user modeling servers (UMS), which store user in-
formation from, and supply the data to, different personalized applications. A UMS
must not supply data to personalized applications if they intend to use those data for

different purposes than the one for which the data was originally collected.

. Usage data must be erased immediately after each session (except for very limited
purposes) (DE-TML, 2007). This provision could affect the use of machine learning

methods when the learning takes place over several sessions.

. The processing of personal data that is intended to appraise the user’s personal-
ity, including his abilities, performance or conduct, is subject to examination prior
to the beginning of processing (“prior checking”) (DE, 2006). No fully automated
individual decisions are allowed that produce legal effects concerning the data sub-
ject or significantly affect him and which are based solely on automated processing
of data intended to evaluate certain personal aspects relating to him, such as his
performance at work, creditworthiness, reliability, conduct, etc (EU, 1995). These
provisions could affect, for example, personalized tutoring applications if they assign

scores to users that significantly affect them.

We found that the privacy laws that impact personalized systems most are the EU Directive

2002/58/EC concerning the Processing of Personal Data and the Protection of Privacy in

the Electronic Communications Sector, and the German Telemedia Act. The reason is that

these laws are particularly geared towards electronic communications while other privacy

laws and regulations have a much broader scope. More countries are currently drafting
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such specific privacy laws to regulate telecommunication, teleservices, e-commerce, and

even the usage of RFID tags.

2.2.2 Company and Industry Regulations

Many companies have internal guidelines in place for dealing with personal data. There
also exist a number of voluntary privacy standards to which companies can subject them-
selves (e.g., of the Direct Marketing Association, the Online Privacy Alliance, the U.S. Net-
work Advertising Initiative, the Personalization Consortium, and increasingly the TRUSTe

privacy seal program).

The TRUSTe is a good and interesting representative in this space. A website that seeks
seal certification is required to provide a detailed self-assessment of its privacy policy and
practices and an certification application. The seal program issues a seal certificate based on
the results of independent auditing on the website’s compliance with regard to its claimed
privacy policy. Once the certificate is granted, the seal program will keep monitoring the
website’s privacy practices and will handle complaints from customers by probing the web-
site’s practices and requesting the website to enact actions for resolution. If the website fail
to resolve the issues, the associated certificate will be revoked. There are cases where
TRUSTe revoked some sites’ seals. However, since these seal programs do not impose
any sort of minimum requirements on websites’ privacy practices, websites can establish
their own policies which may differ significantly in their qualities. Therefore, the bottom
line is that a privacy seal does not mean good privacy practices and quite ironically stud-
ies such as (LaRose and Rifon, 2006) have found that on average websites that have seals
are more privacy-invasive. Perhaps, the reason is that those privacy-invasive websites are
aware of their questionable practices and then attempt to get privacy seals to disguise their

privacy-invasive nature.
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2.3 Impacts of Users’ Online Privacy Concerns

Numerous opinion polls and empirical studies have revealed that Internet users have con-
siderable privacy concerns regarding the disclosure of their personal data to websites, and
the monitoring of their Internet activities. These studies were primarily conducted between
1998 and 2003 (with a few conducted in 2008 and 2009), mostly in the United States. The
following is a summary of a number of important findings (the percentage figures indi-
cate the ratio of respondents from multiple studies who endorsed the respective view). See

(Teltzrow and Kobsa, 2004; Kobsa, 2007b) for more details.

2.3.1 Personal Data.

1. Internet users who are concerned about the privacy or security of their personal in-

formation online: 70% - 89.5%;

2. People who have refused to give personal information to a web site at one time or

another: 82% - 95%;

3. A 2008 report (Pew, 2008) by The Pew Internet & American Life Project noted that
“59% of adults have refused to provide information to a business or company because

they thought it was not really necessary or was too personal.”
4. Internet users who would never provide personal information to a web site: 27%;

5. Internet users who supplied false or fictitious information to a web site when asked

to register: 6% - 40% always, 7% often, 17% sometimes;

6. People who are concerned if a business shares their data for a different than the

original purpose: 89% - 90%.
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Significant concern over the use of personal data is visible in these results, which may
cause problems for all personalized systems that depend on users disclosing data about
themselves. False or fictitious entries when asked to register at a website make all person-
alization based on such data dubious, and may also jeopardize cross-session identification
of users as well as all personalization based thereon. The fact that 80-90% of respondents
are concerned if a business shares their information for a different than the original purpose
may have impacts on central user modeling servers (UMSs) (Kobsa, 2001) that collect data

from, and share them with, different user-adaptive applications.

2.3.2 User Tracking and Cookies

1. People concerned about being tracked on the Internet: 54% - 63%;

2. People concerned that someone might know their browsing history: 31%;

3. Users who feel uncomfortable being tracked across multiple web sites: 91%;
4. Internet users who generally accept cookies: 62%;

5. Internet users who set their computers to reject cookies: 10% - 25%;

6. Internet users who delete cookies periodically: 53%.

Besides traditional means of tracking users online such as cookies, new Internet tracking
technologies are being developed and deployed. However, these newer tracking techniques
such as “flash cookies” are much less known to ordinary users. “Flash cookies” basically
provide the standard web cookies’ functionalities on the Macromedia Flash platform. This
technology makes websites easier to track web usage on the Flash platform (which Macro-
media claimed that the predominate majority of Internet users have installed). However,
“flash cookies” cannot be managed through the standard web browser settings (BetterPri-

vacy, an optional Firefox add-on can achieve this though). Instead, one has to either go to

21



Macromedia’s website to manage them or locate the “shared object files” on the local hard
drive. Again, the biggest problem is that most users probably are not aware of the existence

of the “flash cookie” practices.

According to a 2009 study on tailored advertising (Turow et al., 2009), if given a choice,
68% of Americans “definitely would not” and 19% “‘probably would not” allow advertis-
ers to track them online even if their online activities would remain anonymous. 63% of
Americans feel that laws should require advertisers to delete information about their Inter-
net activity immediately. 69% of Americans would like to see a law giving them the right
to access all of the information a Web site has collected about them. 62% of Americans er-
roneously believe that “if a website has a privacy policy, it means that the site cannot share
information about you with other companies, unless you give the website your permission”.
86% of young adults reject advertisements that are tailored based on their activities across
multiple Web sites. 90% of young adults reject advertisements that are tailored based on

information gathered about their offline behavior.

All of these results reveal significant user concerns about tracking and cookies, which may
have effects on the acceptance of personalization that is based on usage logs. Observations
4-6 directly affect machine-learning methods that operate on user log data since without
cookies or registration, different sessions of the same user can no longer be linked. Obser-
vation 3 may again affect the acceptance of the central user modeling systems which collect

user information from several websites.

A 2007 study (May Lwin, 2007) shows that strong business policy is effective in reducing
the concerns of collecting low sensitive data from users, but ineffective for highly sensi-
tive data, and users’ privacy concerns raise significantly when sensitive data is collected
incongruent with the business context. These findings suggest that personalized websites
that rely on users’ data for provisioning personalization should also have a strong business

policy and really explain why highly sensitive data is collected for their concrete business
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contexts.

2.3.3 Other factors

Kobsa (Kobsa, 2007b) suggested that developers of personalized system should not feel
discouraged by the stated privacy concerns and their potential negative impact on person-
alized systems. Rather, they should incorporate a number of mitigating factors into their
designs that have been shown to encourage users’ disclosure of personal data. Such factors
include perceived value of personalization, previous positive experience with the site, the

presence of a privacy seal, catering to individuals’ privacy concern, etc.

2.4 Summary

Privacy and web personalization is in conflict. Users’ privacy concerns/preferences tend
to offset personalization benefits. Privacy laws and regulations exacerbate the conflict by
setting requirements that further affect the ways in which web-based personalized systems
operate. More specifically, when these legislation and regulations are in effect, they of-
ten not only affect the data that are collected by the website, the way in which the data
is transferred and to which party it is transferred, but also the methods that may be used
for processing them. By highlighting these significant impacts, we advocate more recogni-
tion of the importance of privacy in designing and implementing web-based personalized

systems.
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Chapter 3

Related Work

Since privacy and personalization is at odds, various solutions have been proposed to make
tradeoffs between privacy and personalization. In this chapter, we first review generic,
domain-independent privacy-enhancing technologies which can be adopted for the do-
main of web personalization. We then review technical privacy-enhanced solutions that

are specifically designed for personalization.

3.1 An Analytical Framework for Evaluating Privacy-Enhancing

Technologies

In order to systematically evaluate the effectiveness of these technologies, we propose an
evaluation framework that draws on three analytical aspects regarding the solution being

examined:

1. What high-level principles the privacy solution follows

We identify a set of fundamental privacy principles from various privacy laws and
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regulations (e.g., notice and awareness) and treat them as high-level guidelines for
enhancing privacy. Personalization quality principle aims to assess the quality of the
personalized services supported by a particular solution. Other principles that are

desirable for privacy enhancement (e.g., usability) are also recognized.

2. What privacy concerns the privacy solution addresses
While privacy principles are high-level guidelines to enhance privacy, privacy con-
cerns are more concrete and mundane. Ideally one would need user studies to exam-
ine how effectively solutions address users’ changing and contingent privacy needs
and preferences. Since running such studies for every evaluated solution is barely
realistic, we instead chose to investigate privacy concerns that are somewhere in be-

tween high-level privacy principles and low-level contingent privacy needs of users.

Furthermore, in order to better assess the privacy protections that privacy-enabling

technologies afford, we propose to group them into the following three categories:

o Protection of identity: this type of privacy protection aims to prevent users’

true identities from being revealed (i.e., who they are).

e Seclusion: this type of privacy protection attempts to prevent users from being

bothered by unwanted contact or solicitation (e.g., spam emails).

e Control over data: this type of privacy protection allows users to have control
over their data, e.g. regarding what data can be collected or disclosed for what
purpose, how the data will be used, and with whom the data may be shared or

to whom it may be transferred.

3. What basic privacy-enhancing techniques the solution employs
We look at the technical characteristics of privacy solutions, to critically analyze their
effectiveness in safeguarding privacy and supporting personalization. The discussion
of this evaluative aspect will be postpone to Section 3.3 where we review privacy-

enhancing personalization solutions.
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3.1.1 Principles

Privacy legislation and regulations are usually instantiations of more fundamental privacy
principles. We select a core set of privacy principles that are frequently addressed in pri-
vacy laws and regulations, and add other principles/properties that are also desirable for
privacy enhancement. This list of principles is by no means exhaustive, but meant to ini-
tiate a discussion on what principles are desirable for enhancing privacy effectively. The

principles are grouped by their origin in the listing below.

Privacy principles from privacy laws and regulations

1. Notice/Awareness

e Privacy policy: Make [...] privacy policy statements clear, concise, and con-
spicuous to those responsible for deciding whether and how to provide the data

(USACM, 2006);

e Notice upon collection: Whenever any personal information is collected, ex-

plicitly state:

the precise purpose for the collection,

all the ways in which the information might be used,

all the potential recipients of the personal data,

how long the data will be stored and used (USACM, 2006);

2. Data minimization
Before deployment of new activities and technologies that might impact personal pri-
vacy, carefully evaluate them for their necessity, effectiveness, and proportionality:

the least privacy-invasive alternatives should always be sought (USACM, 2006).

3. Purpose specification

The purposes for which personal data are collected should be specified not later
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than at the time of data collection and the subsequent use limited to the fulfillment
of those purposes or such others as are not incompatible with those purposes and as

are specified on each occasion of change of purpose (OECD, 1980).

4. Collection limitation

There should be limits to the collection of personal data and any such data should be

obtained by lawful and fair means [...] (OECD, 1980).

5. Use limitation
Personal data should not be disclosed, made available or otherwise used for pur-

poses other than those specified (OECD, 1980).

6. Onward transfer

Personal data should not be transferred to a third country/party if it does not ensure

an adequate level of protection (EU, 1995; FTC, 2000c).

7. Choice/Consent
Where appropriate, individuals should be provided with clear, prominent, easily un-
derstandable, accessible and affordable mechanisms to exercise choice in relation to
the collection, use and disclosure of their personal information (APEC, 2005). The

two widely adopted mechanisms are (FTC, 2000a):

o Opt-in: requires affirmative steps by the consumer to allow the collection and/or

use of information;

o Opt-out: requires affirmative steps to prevent the collection and/for use of such

information.

8. Access/Participation

An individual should have right to:

e know whether a data controller has data relating to her (OECD, 1980),
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9.

10.

11.

e inspect and make corrections to her stored data (USACM, 2006).

Integrity/accuracy
A data controller should ensure the collected personal data is sufficiently accurate
and up-to-date for the intended purposes and all corrections are propagated in a

timely manner to all parties that have received or supplied the inaccurate data (US-

ACM, 2006).

Security
Personal data should be protected by reasonable security safeguards against such
risks as loss or unauthorized access, destruction, use, modification or disclosure of

data (OECD, 1980).

Enforcement/Redress
Effective privacy protection must include mechanisms for enforcing the core privacy

principles. At the minimum, the mechanisms must include (FTC, 2000c):

e Recourse mechanisms for customers: readily available and affordable indepen-
dent recourse mechanisms by which an individual’s complaints and disputes
can be investigated and resolved and damages awarded where the applicable

law or private sector initiatives so provide;

e Verification mechanisms for data controllers: follow-up procedures for veri-
fying that the attestations and assertions businesses make about their privacy
practices are true and that privacy practices have been implemented as pre-

sented;

e Remedy mechanisms: obligations to remedy problems arising out of failure to
comply with these principles by organizations announcing their adherence to

them and consequences for such organizations.
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12.

13.

14.

15.

16.

17.

18.

Anonymity-related principles

Anonymity

Anonymity means that users cannot be identified nor be tracked online.

Pseudonymity

Pseudonymity also means that users cannot be identified, but they can still be tracked
using a so-called alias or persona. The German Telemedia Law (DE-TML, 2007)
mandates that profiling necessitates the use of pseudonyms or the prior consent of
the user.

Unobservability

A data controller cannot recognize that a system/website is being used or visited by
a given user.

Unlinkability

A data controller cannot link two interaction steps of the same user.

Deniability

Deniability means that users are able to deny some of their characteristics or actions
(e.g., having visited a particular website), and that others cannot verify the veracity
of this claim.

Other desirable principles for privacy enhancement

User preference

Different users can potentially have different privacy preferences. A data controller
should tailor its privacy practices to each individual user’s preferences.

Negotiation

This principle calls for the support of negotiation between a user and a website,
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19.

20.

21.

22.

23.

during which they can reach an agreement on privacy practices that the website may

employ for the respective user.

Seclusion
Seclusion means that users have the right to be left alone. Violations of this principle

in the electronic world are popup ads and junk emails.

Ease of adoption

Oftentimes privacy protection mechanisms rely on the presence of other infrastruc-
tures or technologies, and this fact may pose significant barriers for adoption. This
principle relates to the readiness of organizations to adopt the examined privacy pro-
tection (e.g., whether the solution relies on special protocols or technologies that are

proprietary or not readily available).

Ease of compliance
This principle is concerned with the ease of fulfilling legal requirements by adopting

a specific privacy protection solution.

Usability
The privacy protection solution should be easy for users to adopt (e.g., the efforts

required from users to utilize the solution should be reasonable).

Responsiveness
The privacy protection solution should respond promptly to changes in users’ privacy

decisions.
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Specification OE.CD . EU. Germaq A.P EC FTC FT.C AC.M
Guide- | Directive | Telemedia | Privacy Safe Fair | Principles
lines on Data | Law (DE- | Framework | Harbor Info | (USACM,
Principle (OECD, | Protection TML, (APEC-FIP, | Principles | Practice 2006)
1980) |(EU, 1995)| 2007) 2004) (FTC, (FTC,
2000c) | 2000b)
Notice/Awareness X X X X X X X
Minimization X
Purpose specification X X X X X X
Collection limitation X X X X
Use limitation X X X X X X
Onward transfer X X X
Choice/Consent X X X X X X X
Access/Participation X X X X X X X
Integrity/accuracy X X X X X X X
Security X X X X X X X
Enforcement/Redress X X X X
Anonymity-related principles \
Anonymity
Pseudonymity X X
Unobservability
Unlinkability

User preference

Deniabilit
Other desirable principles for privacy enhancement

Negotiation

Seclusion

Ease of adoption

Ease of compliance

Usability

Responsiveness

Figure 3.1: Privacy guidelines/frameworks and privacy principles.

Privacy laws and regulations typically only include subsets of the above principles. For a

comparison, Figure 3.1 shows a group of representative privacy laws and regulations in its

columns, and the privacy principles discussed above in its rows. An “X” in a cell means

that the framework includes the respective principle.

Applying our privacy protection taxonomy to the principles

We now categorize the 23 identified principles based on the type of privacy protection they

relate to. Note that the general category contains principles that pertain to all three types of

privacy protection we introduced in Section 3.1. Figure 3.2 represents which category each
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privacy principle falls into.

Protection General Protection Seclusion Control
of Identity over data
Principle
Notice/Openness X
Minimization
Purpose specification
Collection limitation
Use limitation
Onward transfer
Choice/Consent X
Access/Participation
Integrity/accuracy
Security

Anonymity
Pseudonymity
Unobservability
Unlinkability
Deniability
Enforcement/Redress
User preference
Negotiation
Seclusion X
Ease of adoption
Ease of compliance
Usability
Responsiveness

el dba ke

liaits

el taltedle

elledle

lidtalts

Figure 3.2: Categorization of principles based on the type of privacy protections

3.1.2 Privacy concerns

Whereas privacy principles are high-level guidelines for enhancing privacy, users’ privacy
concerns are more concrete and down to the earth. We discuss and analyze them here in
order to also be able to evaluate the effectiveness of privacy enhancements from a subjective

stance. Privacy concerns usually arise from characteristics of a specific application domain.
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To illustrate this, we will focus on the potential privacy concerns that may arise in web

personalization (Kobsa, 2007b), such as Amazon’s personalized book recommendations.

Wang et al. (1998) presented a taxonomy of privacy concerns in Internet marketing that
includes improper access, improper collection, improper monitoring, improper analysis,
improper transfer, unwanted solicitation and improper storage. These high-level concerns
as well as concerns about improper merging of data also apply in web personalization. Fig-
ure 3.3 shows what privacy concerns (columns) can arise from typical web personalization

activities (rows).

Seclusion |Protection

Control over data of identity

Improper acquisition Improper use
Improper | Improper | Improper |Improper |Improper |Improper
access |collection|monitoring | analysis | merge | transfer

Improper | Unwanted | Identity
storage |solicitation |fraud/theft

Tracking XX XX

Profiling X X X X X e
Cross-website X X X XX XX X X
recommendation

Slngle-web51t§ X X X X X X X
recommendation

Third-party data XX X XX X X X
sharing

Direct mailing X XX

XX: very likely X: likely

Figure 3.3: Potential privacy concerns in typical web personalization activities

3.2 Domain-Independent Privacy-Enhancing Technologies

In this section, we will review major privacy-enhancing technologies (PETs) that are not
designed for any particular domain of applications. More specifically, we will review pri-
vacy policy languages, anonymity techniques, authentication and identity management,
authorization and access control, usable security and privacy mechanisms. They provide
technological building blocks for privacy-enhanced personalization solutions. We will eval-

uates these domain-independent PETs against the two analytical aspects of our framework
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(introduced in Section 3.1), namely what principles they follow, and what privacy concerns
they address. This close examination of existing PETs will allow for a more comprehensive
view of their pros and cons as well as their current gaps, and thus point out future research

avenues.

3.2.1 Privacy policy languages

The U.S. Federal Trade Commission (FTC) defines a privacy policy as a comprehensive
description of a company’s information practices, accessible by clicking at a hyperlink on
the company’s website (FTC, 1998). Its aim is to enhance users’ awareness of the privacy
practices of the website. Privacy policies thus are directed at human readers. Privacy policy
languages, in contrast, are intended to be machine-readable. They can be roughly divided
into two types: external policy languages to describe websites’ public privacy policies or
users’ privacy preferences, and internal ones to specify companies’ or websites’ internal
rules for privacy practices. In general, external privacy policy languages are declarative
without enforcement mechanism, while internal privacy policy languages are normative

with support for enforcement.

External privacy policy language

P3P: The Platform for Privacy Preferences

Developed by the World Wide Web Consortium (W3C), the Platform for Privacy Prefer-
ence (P3P 1.1) (Cranor et al., 2006) aims at increasing the transparency of websites’ pri-
vacy practices in such a way that users can easily decide whether or not these websites meet
their privacy expectations. Technically, P3P consists of two parts: (1) a standard machine-
readable (XML) language/syntax that allows websites to describe their privacy practices

regarding the collection, use, and distribution of personal information, and (2) a “hand-
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shake” protocol built on top of the HTTP protocol that enables P3P-enabled user agents
(e.g., web browsers) to retrieve websites’ P3P privacy policies automatically (Garfinkel
and Cranor, 2002). Agents can also be configured to inform users about the sites’ privacy
policies, to notify them when those change, to warn them when those deviate from their
pre-specified privacy preferences (expressed in languages like APPEL (Cranor et al., 2002)
or XPref (Agrawal et al., 2003)), and to semi-automate or automate the decision whether

or not to disclose the requested information on users’ behalf.

A P3P policy file can be applied to a whole website or certain parts of it such as web pages,
images, cookies, forms and even a single form field'. Every P3P policy contains a de-
scription of the legal entity responsible for the privacy policy, whether the site allows users
to have access to the information collected about them, (optional) information regarding
dispute resolution and remedy, and at least one statement. Each statement describes the
data being collected (physical contact information, online contact information, purchase
information, click stream data, etc.), the purpose(s) for collection (web site administration,
research and development, profiling, etc.), whether the site supports user opt-in or opt-
out for those purposes, what organizations will have access to the collected data (primary
service provider only, delivery services, unrelated third parties, etc.), the retention of the
collected data (single session, stated purpose, indefinitely, etc). Personalization can be con-
sidered as one type of purposes dubbed as “individual decision”? and similarly anonymous

personalization as “pseudo decision”.

P3P was designed as part of a broader privacy protection framework (including privacy
legislation and enforcement) and is applicable to any web-based systems. P3P implemen-

tations include:

! The P3P 1.1 specification provides a new mechanism that binds a P3P policy to an XML element that
does not have to be associated with a URI.

2 Information may be used to determine the habits, interests, or other characteristics of individuals and
combine it with identified data to make a decision that directly affects that individual.
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e P3P user agents (such as Internet Explorer 6 (Microsoft, 2000) that supports cookie

management as well as websites’ privacy policies disclosure,

o AT&T Privacy Bird (Cranor and Reidenberg, 2002), an add-on to the Internet Ex-
plorer, that utilizes differently colored bird icons in the corner of the browser window

to indicate whether or not a site’s P3P policy matches the user’s preferences,

e Privacy Bird Search Engine (Byers et al., 2004) that annotates regular search results
with an indication to what extent the P3P policy of each site matches the us