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Abstract 
Privacy is a major concern of SNS (social networking site) users. Users’ profiles contain 
a large amount of personal information, and most users want to control who has access 
to this information. However, many SNS users report difficulties in managing their 
privacy settings. We conducted an online user experiment to systematically evaluate the 
behavioral and attitudinal effects of several design parameters of a SNS privacy 
settings interface. We show that the granularity of categories, the possibility to make 
exceptions, the default setting, and the order in which categories are being presented 
have strong effects on users’ evaluation of the system as well as their sharing behavior. 
Particularly, an interface that allows users to categorize their contacts into a small 
number of categories, that is set to shared-by-default, but that allows users to make 
exceptions for specific contacts results in the highest level of sharing and the highest 
user satisfaction. 
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Introduction 
In recent years, social networking sites (SNS) like Facebook and Google+ have come to play an 
increasingly important role in our social lives. The use of SNS is both pervasive and substantial (73% of 
online adults are on one or more SNSs, and 63% of Facebook’s users log in at least once a day (Duggan 
and Smith 2014)). Privacy is a major concern of SNS users (Madden 2012). The profiles of most adult SNS 
users contain a large amount of personal information, such as their photos (66%), email address (46%), 
home address (30%), or phone number (24%) (Rainie et al. 2013), and the numbers for teens are even 
higher (Madden et al. 2013). People feel strongly about controlling who has access to this information 
(Acquisti and Gross 2006; Dey et al. 2012; Rainie et al. 2013; Stutzman et al. 2013), and 80% of SNS users 
indeed restrict access to their profiles (Madden 2012) by selectively sharing certain information only with 
certain people (Kairam et al. 2012; Young and Quan-Haase 2009). 

At the same time, though, 48% of SNS users report difficulties in managing their SNS privacy settings 
(Lipford et al. 2008; Madden 2012). With a median of 200 contacts per user (Smith 2014) and users 
averaging seven new contacts a month (Hampton et al. 2012), the existence of these difficulties is not 
surprising. To allow users to manage this vast number of connections, SNSs like Facebook have to resort 
to “labyrinthian” privacy controls (Consumer Reports 2012). As a result, most Facebook users do not 
seem to know the implications of their own privacy settings (Liu et al. 2011; Strater and Lipford 2008), 
and share postings in a manner that is often inconsistent with their own disclosure intentions (Madejski 
et al. 2012). 

Several suggestions have been made to simplify SNS privacy-settings user interfaces. For example, most 
SNS allow users to categorize their contacts as a means to more efficiently determine what to share with 
whom (Kairam et al. 2012; Watson et al. 2012). But the optimal management of such categories is not 
straightforward. For example, how granular should the categorization be? And should users be allowed to 
make exceptions for specific members of a category? Increasing the category granularity and/or allowing 
users to make exceptions may increase their ability to accurately manage their privacy settings, but this 
comes at the cost of increasing the complexity of the settings user interface (as well as users’ decision 
process), and may thus decrease its perceived ease of use. Managers of SNS have to carefully navigate this 
tradeoff between expressiveness and ease of use in developing such interfaces. 

Moreover, SNS managers have to decide whether the system should be set to share users’ information 
with their contacts by default or not (Gross and Acquisti 2005). This default setting may not only have 
consequences for users who refrain from changing their settings: even when users actively engage in 
setting their sharing preferences, this default setting may unconsciously influence their sharing decisions 
(John et al. 2011; Johnson et al. 2002; Lai and Hui 2006). Since such default effects are practically 
unavoidable, Sunstein and Thaler (2003) argue that managers have a moral obligation to choose these 
defaults wisely. 

This work is arguably the first to explore these design parameters of SNS privacy-settings user interfaces 
in a comprehensive manner. In an online user experiment, we show that interface aspects such as the 
granularity of categories, the possibility to make exceptions, the default setting, and even the order in 
which categories are being presented have strong effects on users’ evaluation of the system as well as their 
sharing behavior. Particularly, we find that an interface that allows users to categorize their contacts into 
a small number of categories (family, friends, classmates, colleagues, and acquaintances), and that is set 
to shared-by-default but allows users to make exceptions for specific contacts, results in the highest level 
of sharing as well as the highest user satisfaction. 

Related work and hypothesis development 
Several researchers in the field of Human-Computer Interaction have developed innovative user 
interfaces for setting privacy preferences in SNS (Church et al. 2009; Egelman et al. 2011; Lipford et al. 
2008, 2010), but this work has mainly been exploratory. Specifically, their evaluations have typically been 
limited to a comparison of a radically different new interface against a standard interface, with a small 
number of participants (max. N = 40). In the current work, we systematically explore a number of design 
parameters instead, and evaluate the effects of these parameters on users’ subjective evaluation of the 
system (namely perceived privacy threat, ease of use, and satisfaction with the system) as well as their 
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objective specification of what to share with whom. With respect to the latter, we define sharing 
tendency as the amount of information users are sharing with their contacts. Sharing tendency is the 
consequence of users’ privacy-setting behavior. 

Category granularity and exceptions 

Early research on social sharing has shown that people want to share their personal information with 
their social connections selectively (Deuker 2012; Krasnova, Hildebrand, et al. 2009; Lederer et al. 2003; 
Olson et al. 2005; Patil and Lai 2005). Indeed, SNS users tend to restrict access to their profiles by 
sharing certain information with certain people only (Kairam et al. 2012; Madden 2012; Young and Quan-
Haase 2009). To simplify this process, most SNSs allow users to categorize their contacts (Kairam et al. 
2012; Watson et al. 2012). Facebook has three categories by default (Close Friends, Friends, and 
Acquaintances), while Google+ has four (Friends, Family, Following and Acquaintances)1. Both SNSs 
allow users to share specific posts and specific profile items with a subset of these categories. 

Some researchers suggest that more granular categories are needed to foster information sharing in SNS 
(Benisch et al. 2011; Brandimarte et al. 2013; Sadeh et al. 2009; Sousa 2009; Tang et al. 2012). These 
researchers argue that when users are confronted with privacy options that are too coarse, they will “err 
on the safe side” and restrict their sharing to the level that is appropriate for the worst-case scenario (e.g. 
the level that is appropriate for the least trusted contact in a given category). Therefore, we hypothesize 
the following: 

H1. Increasing the category granularity increases users’ sharing tendency. 

Since more granular controls allow users to set their privacy settings to a level that better reflects their 
sharing preferences, this additional control may decrease the perceived threat of over-sharing (Toch et al. 
2010; Tsai et al. 2009; Wang et al. 2011). For example, Brandimarte et al. (2013) demonstrate that users 
perceive more control when privacy controls are more granular, and Tang et al. (2012) found that users of 
a finer-grained settings interface were more comfortable with their privacy settings. We therefore 
hypothesize the following effects of category granularity on users’ over-sharing threat: 

H2. Increasing the category granularity reduces users’ perceived over-sharing threat. 

Privacy decisions are among the hardest decisions to make, because they have delayed and uncertain 
repercussions that are difficult to tradeoff with the possible immediate gratification of disclosure (Acquisti 
and Grossklags 2008; Acquisti 2004). Due to the complexity of privacy decisions and users’ bounded 
rationality (Acquisti and Grossklags 2005, 2008), an increase in control often just aggravates the problem 
by introducing choice overload (Iyengar and Lepper 2000; Scheibehenne et al. 2010; Schwartz 2003). 
Indeed, several researchers have noted that users of fine-grained interfaces find it difficult and time-
consuming to accurately set their privacy settings (Korff and Böhme 2014; Madejski et al. 2012; Sadeh et 
al. 2009; Strater and Richter 2007). Too much control may thus have a detrimental effect on users’ 
perceived ease of use of the privacy settings interface. We therefore hypothesize the following: 

H3. Increasing the category granularity reduces the perceived ease of use of the settings interface. 

Defaults 

Another important parameter of privacy setting interfaces is their default setting. Traditionally, SNS have 
been set to make users’ profile information shared-by-default rather than to keep this information 
private-by-default. This default setting can have far-reaching consequences for users’ sharing behavior. 
First of all, although most people claim to want full control over their personal information, they often 
avoid the hassle of actually exploiting this control (Compañó and Lusoli 2010). This was initially true for 
Facebook—Gross and Acquisti (2005) indeed found that “only a small number of members change the 
default privacy preferences, which are set to maximize the visibility of users profiles” (p. 79). Over time, 
                                                             
1 Facebook also has a “Friends of Friends” and a “Public” category, and Google+ also has a “Followers” 
category. These categories describe people who are not the user’s contacts, though. The scope of our study 
is limited to recipients who are the user’s contacts. 
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though, Facebook users have become increasingly more likely to make their settings more private (Dey et 
al. 2012; Stutzman et al. 2013). 

Research in human decision-making has however demonstrated that default settings influence even those 
users who actively review their settings (John et al. 2011; Johnson et al. 2002; Knijnenburg et al. 2013a; 
Lai and Hui 2006). This “default effect” has been explained behaviorally, cognitively, and socially. 
Behaviorally, the default effect relates to the status quo bias: people tend to maintain the status quo 
because it avoids the effort and stress of making an active decision (Baron and Ritov 1994; Kahneman et 
al. 1991; Samuelson and Zeckhauser 1988). Since sharing is the status quo in a shared-by-default 
interface, consumers tend to maintain this setting and consequently end up sharing more information 
(Johnson and Goldstein 2003).  

Cognitively, the default effect relates to the anchoring bias: the default option becomes the reference 
point in people’s decisions (Chapman and Johnson 1994; Jacowitz and Kahneman 1995). People regard 
this reference point as the endowed option, and evaluate the alternative options in terms of losses and 
gains compared to this endowed option. This gives the endowed option an advantage (the endowment 
effect, cf. (Kahneman et al. 1991; Park et al. 2000)), because losses tend to loom larger than gains (loss 
aversion, cf. (Kahneman and Tversky 2000; Kahneman et al. 1991). Regarding a privacy setting interface, 
a shared-by-default interface makes sharing the endowed option and puts users in a “reject frame” (i.e. 
they have to think of reasons for not sharing the information). A private-by-default interface instead 
makes “not sharing” the endowed option and puts users in an “accept frame” (i.e. they have to think of 
reasons to share the information). Consequently, the sharing tendency will be lower in the private-by-
default case, because loss aversion dictates that decision-makers need to feel more committed to make an 
“accept” decision than to forego a “reject” decision (Ganzach 1995; Meloy and Russo 2004; Wedell 1997).  

Finally, a social explanation of the default effect puts the effect in a normative information leakage 
framework (Sher and McKenzie 2006). In this interpretation, defaults act as an implied endorsement of 
the default value by the system (McKenzie et al. 2006), and users tend to comply with this endorsement if 
they have a positive attitude towards the system (Sher and McKenzie 2006). 

Default privacy settings may thus “nudge” SNS users in the direction of more sharing or more privacy 
(Thaler and Sunstein 2008), and a recent development in the privacy literature is to use such nudges as a 
means to protect SNS users’ privacy (Acquisti 2009; Balebako et al. 2011; Hull et al. 2011; Wang et al. 
2014). However, other researchers argue that defaults may threaten consumer autonomy, especially when 
they cause behavioral or cognitive biases (Smith et al. 2013; Solove 2013). These researchers argue for 
“smart default” settings that match the preferences of most users. To implement smart defaults, SNS 
managers would have to analyze users’ privacy settings and make the most common setting the default. 
Such smart defaults would arguably most closely match users’ true privacy preferences. Users’ sharing 
tendency in a smart default setting should thus fall between the private-by-default setting (which may 
cause under-sharing) and the shared-by-default setting (which may cause over-sharing). We therefore 
hypothesize: 

H4. A shared-by-default setting increases users’ sharing tendency compared to a private-by-default 
setting. A smart default setting falls between these two settings. 

The default effect may not influence all users’ behavior equally. In a study on newsletter signup rates, Lai 
and Hui (2006) showed that consumers with a high level of privacy concerns were less influenced by the 
default effect, arguably because they were more careful in deciding what to share (Chapman and Johnson 
1994; Connolly and Zeelenberg 2002; Wilson et al. 1996). Similarly, Brown and Krishna (2004) show that 
when a system uses self-serving defaults, the more skeptic consumers are likely to show reactance 
(behavior that counters the suggested action). In the case of SNS, this suggests that users with high 
interpersonal privacy concerns may be more careful in deciding what to share with whom, and therefore 
be less influenced by the default setting. We thus qualify H4 with a moderating effect of interpersonal 
privacy concerns: 

H4a. The effect of the default setting on users’ sharing tendency is smaller for users with a high level of 
interpersonal privacy concerns than for users with a low level of interpersonal privacy concerns. 

Interpersonal privacy concerns may also have a main effect on users’ sharing tendency. The existence of 
such an effect is not as straightforward as it may seem: so many privacy studies have found a gap between 
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privacy attitudes and behavior (Acquisti and Grossklags 2005; Acquisti 2004; van de Garde-Perik et al. 
2008; Metzger 2006; Norberg et al. 2007; Spiekermann et al. 2001) that it has been labeled the “privacy 
paradox” (Norberg et al. 2007). Despite this, many studies found that SNS users with high interpersonal 
privacy concerns share significantly less personal information with their contacts (Krasnova, Kolesnikova, 
et al. 2009; Lankton and Tripp 2013; Lo 2010; Posey and Ellis 2007). We therefore hypothesize: 

H5. Users with a high level of interpersonal privacy concerns have a lower sharing tendency than 
users with a low level of interpersonal privacy concerns. 

Previous work on default effects in privacy has mainly looked at their behavioral consequences (John et 
al. 2011; Johnson et al. 2002; Lai and Hui 2006), but defaults may also have an effect on users’ perception 
of privacy threat. Particularly, users who over-share due to exploited decision biases may later come to 
regret their decisions (Patil et al. 2014; Wang et al. 2011), causing fear of over-sharing. But even users who 
demonstrate reactance towards the default setting (see H4a) may feel threatened by the default setting: 
Brown and Krishna (2004) argue that an unwanted default may make skeptical users even more skeptical. 
Hence we argue: 

H6. A shared-by-default setting increases users’ perceived over-sharing threat, as compared to a 
private-by-default or smart default setting. 

Users’ perception of threat from a default setting is in line with the normative information leakage 
interpretation of the default effect (Sher and McKenzie 2006): Users may perceive the shared-by-default 
condition as an implied endorsement by the system to over-share, and they may feel threatened by this. Is 
there anything an SNS can do to reduce this perceived threat? In a study of form auto-completion tools, 
Knijnenburg et al. (2013a) show that a control (i.e. a button) in the opposite direction of the default 
softens the endorsement of the default. In a social network, this control could present itself in the form of 
an ability to make exceptions to the chosen settings not just for the entire category, but for specific 
members of the category2. This option to make exceptions softens tells users that it is okay to deviate from 
the default-implied norm of disclosure. In other words, the effect of the default on perceived over-sharing 
threat depends on the availability of the control feature to make exceptions for specific contacts: 

H6a. A shared-by-default setting increases users’ perceived over-sharing threat, but not when the 
interface allows users to make exceptions for specific contacts. 

Category order 

Another default effect pertains to the order in which the privacy settings interface presents the contact 
categories to users. Specifically, the system could present the settings for stronger ties first (e.g. family, 
friends), or weaker ties first (e.g. acquaintances). Acquisti et al. (2012) demonstrated that asking privacy-
sensitive questions in a decreasing order of intrusiveness could increase overall levels of disclosure, 
because subsequent requests compare favorably to the previous more intrusive requests, and users will 
therefore be more likely to answer them positively (this is called the “door in the face” technique, cf. 
Cialdini et al. (1975)). Regarding a privacy-settings user interface, we therefore postulate the following 
hypothesis: 

H7. Presenting the settings for weaker ties first increases users’ sharing tendency compared to 
presenting stronger ties first. 

Arguably, though, this effect may be stronger in the accept frame (i.e. the private-by-default condition) 
than in the reject frame (i.e. the disclosed-by-default condition), because the accept frame highlights the 
perceptual contrast of subsequent requests with earlier more intrusive requests (Cantrill and Seibold 
1986; Shanab and O’Neill 1979). In fact, Acquisti et al. (2012) demonstrate that an accept frame is a 
precondition for the “door in the face” technique in privacy research. Hence we qualify H7 with the 
following moderating effect: 

                                                             
2 Both Google+ and Facebook have such an “advanced” option that allows users to make exceptions for 
specific group members. 
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H7a. Presenting the settings for weaker ties first increases users’ sharing tendency only when the 
interface uses a private-by-default setting. 

Over-sharing threat, perceived ease of use, and system satisfaction 

As we have mentioned, the inability to set privacy preferences at the desired level may cause users to 
perceive over-sharing threat, while increasing the complexity of the interface may result in reduced ease 
of use. We now turn to the interrelation between these constructs, as well as their ultimate consequence of 
influencing users’ satisfaction with the SNS. 

Over-sharing threat can be seen as a lack of comfort or confidence regarding the attained level of sharing 
(Tang et al. 2012), which results in a system-specific concern of unwanted data collection or loss of control 
(Knijnenburg and Jin 2013). As people may have certain expectations regarding collection and control, 
they may use these expectations as key evaluation standards in determining their satisfaction with the 
SNS (Chen et al. 2012; Fox et al. 2000). To date, SNS researchers have not tested this effect of over-
sharing threat on users’ satisfaction with the SNS. Outside the realm of social networks, though, 
researchers have shown that people who feel that personal information collection is intrusive or 
uncomfortable are less likely to be satisfied with a service (Knijnenburg and Kobsa 2013; Lukaszewski et 
al. 2008). We thus hypothesize a similar effect for SNS: 

H8. Over-sharing threat will be negatively associated with users’ satisfaction with the system. 

The effect of over-sharing threat on system satisfaction may be moderated by users’ interpersonal privacy 
concerns, though. Specifically, for people with low privacy concerns, the increased threat may not result in 
a reduced level of satisfaction. In fact, research has consistently found that unconcerned people do not 
regard threats to their privacy as a significant reason to dislike or abandon a system (Hann et al. 2007; 
Jensen et al. 2005; Krasnova, Hildebrand, et al. 2009). Therefore, we hypothesize the following 
moderating effect: 

H8a. The negative association between over-sharing threat and system satisfaction will be stronger for 
users with a high level of interpersonal privacy concern. 

Over-sharing threat may influence system satisfaction in yet another way, namely mediated by the 
perceived ease of using the system. Users who experience over-sharing threat resulting from a mismatch 
between real and desired level of sharing are likely to want to avoid further over-sharing (Hey Tow et al. 
2008; Rainie et al. 2013) and may subsequently feel forced to spend more time and effort “fixing” their 
settings (Krasnova, Günther, et al. 2009). As users typically avoid such effort as much as possible (Deuker 
2012; Sleeper et al. 2013; Strater and Lipford 2008), this will make them more frustrated with the settings 
interface (Collins et al. 2012; Strater and Lipford 2008). Moreover, these users will feel like they are 
working “against the tide” when they are changing their settings; in its most extreme case, this is what 
causes reactance behavior (Brown and Krishna 2004). We therefore hypothesize the following: 

H9. Over-sharing threat will be negatively associated with the perceived ease of use of the settings 
interface. 

Subsequently, the perceived ease of use of the settings interface may influence users’ satisfaction with the 
system. This causal relationship is codified in both the Technology Acceptance Model (TAM) (Davis 1989) 
and the Unified Theory of Acceptance and Use of Technology (UTAUT) (Venkatesh et al. 2003), and has 
been confirmed in numerous SNS privacy studies (Brandyberry et al. 2010; Bulgurcu et al. 2010; Dhillon 
and Chowdhuri 2013; Phillips and Shipps 2012; Qin et al. 2011). A recent study even demonstrated that 
SNS non-adopters cite a lack of ease of use as a main reason for avoiding SNS (Hu et al. 2011). We 
therefore hypothesize: 

H10. Perceived ease of use of the settings interface is positively associated with users’ satisfaction with 
the system. 

Experimental setup 
Figure 1 summarizes the hypothesized effects. The left side of the model shows the effects on users’ 
sharing tendency, while the right side shows the effects on users’ subjective evaluations. We tested these 



 Knijnenburg and Kobsa / Finding the best privacy-settings user interface for social networks 
  

 Thirty Fifth International Conference on Information Systems, Auckland 2014 7 

hypotheses in an online user experiment. Participants were asked to imagine using a Facebook-like social 
network, and were told to set their privacy settings to indicate which of eight personal information items 
they would share with whom. The privacy-settings user interface was manipulated between-subjects (see 
Manipulations). Finally users’ evaluations of the system and their interpersonal privacy concerns were 
measured using a post-experimental questionnaire. 

Participants 

485 participants were recruited via Amazon Mechanical Turk, a popular recruitment tool for user 
experiments (Kittur et al. 2008; Mason and Suri 2012; Paolacci et al. 2010). Participation was restricted 
to US residents with a high “worker reputation”. In previous work we found that Mechanical Turk workers 
generally match the US Internet population demographics. 98 participants did not meet our stringent 
comprehension and data quality checks, leaving 387 valid participants (162 males), aged between 18 and 
68 (median 29). 

  

Figure 1. Hypothesized effects on users’ sharing tendency and subjective evaluations. 

System and procedure 

Participants were recruited to test the settings interface of a new SNS. They were promised a US$1.50 
payment for their efforts. Upon accepting the task, participants were randomly assigned to one of the 
experimental conditions (see Manipulations) and given an overview of the experimental steps. 

To “seed” the new SNS with a list of real-life contacts, participants were given a list of 50 different “person 
descriptions” (e.g. “distant relatives”, “female friends”, “colleagues on your team”, “high school 
classmates”, “people you’ve lost contact with”) and were asked to enter the name of one person matching 
that description, taking care not to provide any duplicate names3. Since participants would likely not 
know a person for every single category, they were allowed to skip up to 10 descriptions4. 

Subsequently, participants were told to “[i]magine that one day in the near future everyone you know has 
abandoned Facebook and Google+ for a new social network site named Mundo. Mundo is very similar to 
current social networks in that you have a profile page with some basic information about you and a wall 
on which you can share things like status updates and photos.” They were then briefed on the two tasks 
they would be performing on Mundo: categorizing their contacts and setting their sharing preferences. 

                                                             
3 Participants who provided bogus or duplicate names were removed from the analysis. 
4 48% of participants did not skip any descriptions, and 96% skipped 5 or fewer descriptions. 
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To categorize their contacts, participants were given the ~50 names they provided earlier, and asked to 
categorize them into one of the 5, 10, or 14 categories (see Manipulations) using a dropdown box. They 
were asked to choose the best-matching category for each contact5. 

Figure 2 shows the settings interface used in the subsequent task of setting the sharing preferences. The 
default setting, presentation order of categories, and ability to make exceptions for specific contacts varied 
according to the experimental condition (see Manipulations). Participants were asked to carefully 
consider what to share with whom, and to set their settings accordingly6. Their decisions were saved to 
our database. 

Finally, participants were asked to fill out a questionnaire measuring their perceptions of over-sharing 
threat, the perceived ease of use of the settings interface, and their anticipated satisfaction with the SNS. 
The survey concluded by measuring participants’ interpersonal privacy concerns. 

 

Figure 2. Mundo profile settings interface. 

Manipulations 

The study was implemented as a 3x2x3x2 between-subjects experiment. The category granularity was 
manipulated at three levels: users categorized their contacts into 5 (normal), 10 (granular) or 14 (very 
granular) categories. The categories, presented in Table 1, are based on the results of a previous study 
(Knijnenburg et al. 2014) that explored the optimal privacy-relevant contact categorization. In that study 
we determined three candidate categorizations (at different levels of granularity) that optimized their 
discriminant and convergent validity. In other words, these categories were developed in such a way that 
users would most likely have similar sharing preferences for all the contacts in a particular category, 
thereby minimizing the potential for a misspecification of their preferences. 

We also manipulated the exceptions feature: participants in the exceptions condition had the ability to 
click on a link for each category that would expand it with a row of checkboxes for each individual contact 
(see Figure 2). In the no exceptions condition, this link was not available. 
                                                             
5 A comprehension task preceded the categorization task to ascertain that participants indeed categorized 
their contacts carefully. Participants who did not carefully categorize in the comprehension task were 
removed from the analysis. 
6 Again, participants who spent too little time in this step to have carefully reviewed their settings were 
removed from the analysis. 
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The defaults of the settings interface were manipulated at three levels: no checkboxes would be checked 
in the private-by-default condition, all checkboxes would be checked in the shared-by-default 
condition, and a subset of the checkboxes would be checked in the smart default condition. This subset, 
presented in Table 1, was determined based on the results of our categorization study (Knijnenburg et al. 
2014). Specifically, we checked a box if participants of the previous study shared that item with members 
of that category at a rate of at least 70% (we used this conservative threshold because potential over-
sharing is arguably more problematic than potential under-sharing; cf. Benisch et al. (2011) use this 
assumption in modeling users’ privacy settings for a location-sharing service). 

Finally, we manipulated the presentation order of the categories. The stronger ties first order 
started with family and friends (typically stronger ties; in our categorization study participants shared on 
average 88% and 87% of their information to these categories, respectively), then classmates and 
colleagues (typically weaker ties; 81% and 66% sharing in our categorization study), and then (various 
types of) acquaintances (typically the weakest ties; 58% sharing in our categorization study). The weaker 
ties first condition used the opposite order. The exact order of the categories in both conditions is listed 
in Table 1 (SF = stronger ties first, WF = weaker ties first). 

Table 1. The categories at different levels of granularity. 
Granularity: normal Smart default settings 

SF WF Label Status 
updates Photos Home-

town 
City & 
state 

Phone  
number 

E-mail 
address 

Religious 
views Likes 

1 5 Family members ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 
2 4 Friends ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 
3 3 Classmates ✓ ✓ ✓ ✓ � � � ✓ 
4 2 Colleagues � � ✓ ✓ � ✓ � � 
5 1 Acquaintances � � ✓ � � � � � 

Granularity: granular Smart default settings 

SF WF Label Status 
updates Photos Home-

town 
City & 
state 

Phone  
number 

E-mail 
address 

Religious 
views Likes 

1 9 Immediate family ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 
2 10 Extended family ✓ ✓ ✓ ✓ ✓ ✓ � ✓ 
3 6 Close friends ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 
4 7 Regular friends ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 
5 8 Best behavior friends ✓ ✓ ✓ ✓ ✓ ✓ � ✓ 
6 4 Peer colleagues on my team � � ✓ ✓ ✓ ✓ � ✓ 
7 5 Other colleagues � � ✓ ✓ � ✓ � � 
8 3 Classmates ✓ ✓ ✓ ✓ � � � ✓ 
9 1 Infrequent contacts ✓ ✓ ✓ ✓ � � � ✓ 

10 2 People I hardly know / 
don’t trust � � � � � � � � 

Granularity: very granular Smart default settings 

SF WF Label Status 
updates Photos Home-

town 
City & 
state 

Phone  
number 

E-mail 
address 

Religious 
views Likes 

1 12 Immediate family ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 
2 13 Relatives younger than me ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 
3 14 Extended family ✓ ✓ ✓ ✓ ✓ ✓ � ✓ 
4 8 Close friends ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 
5 9 Regular friends ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 
6 10 Best-behavior friends ✓ ✓ ✓ ✓ ✓ ✓ � ✓ 
7 11 Friends from my past ✓ ✓ ✓ ✓ � ✓ � ✓ 
8 5 Peer colleagues on my team � � ✓ ✓ ✓ ✓ � ✓ 
9 6 Colleagues on other teams � � ✓ ✓ � � � � 

10 7 Superiors/Subordinates � � ✓ ✓ � ✓ � � 
11 4 Classmates ✓ ✓ ✓ ✓ � � � ✓ 
12 1 Infrequent contacts ✓ ✓ ✓ ✓ � � � ✓ 
13 2 People I hardly know ✓ � ✓ � � � � ✓ 
14 3 People I don’t trust � � � � � � � � 
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Table 2. The CFA outcome of the post-experimental questionnaire. 
Factor Item Loading 
System satisfaction  
Alpha: 0.93, AVE: 0.747 
 
Correlations with: 
PEOU:  0.541 
PODT:  –0.336 
SPC:  –0.157 

I would use Mundo if it was available 0.868 
Using Mundo is annoying  
Based on what I have seen, Mundo is useful 0.872 
Using Mundo makes me happy  0.854 
So far, I am satisfied with Mundo 0.902 
I would recommend Mundo to others 0.913 
I would quickly abandon using Mundo –0.768 

Perceived ease of use  
Alpha: 0.79, AVE: 0.689 
 
Correlations with: 
SAT:  0.541 
PODT:  –0.660 
SPC:  –0.223 

Setting my preferences in Mundo is convenient  
It takes many mouse-clicks to set my preferences with Mundo   
I was able to quickly set my sharing preferences 0.781 
I find the Mundo application easy to use  
Setting my preferences in Mundo was unnecessarily complex –0.818  
I felt lost using the Mundo profile settings –0.888 

Perceived over-
sharing threat  
Alpha: 0.88, AVE: 0.676 
 
Correlations with: 
SAT:  –0.336 
PEOU:  –0.660 
SPC:  0.313 

I am afraid that due to my Mundo settings, I am sharing my profile 
information too freely 0.882 

I am comfortable with the amount of profile sharing I chose –0.859 
Due to Mundo, people will know too much about me 0.867  
I made sure that nobody gets to see more information about me than I am 
comfortable with –0.732 

I fear that I have been too liberal in selecting my profile settings 0.798  
My profile settings are spot on; I am not disclosing too much to anyone –0.783 

Interpersonal 
privacy concerns 
Alpha: 0.90, AVE: 0.622 
 
Correlations with: 
SAT:  –0.157 
PEOU:  –0.223 
PODT:  0.313 
 
 
 
 
 
 
 
 
 
 
 

It usually bothers me when people ask me something personal 0.817 
I will tell people anything they want to know about me –0.706 
I have nothing to hide from other people  
I am concerned that people know too many personal things about me  
Compared to others, I am more sensitive about sharing personal 
information with other people 0.799  

To me, it is the most important thing to keep things private from others 0.706 
I am not bothered that other people know personal things about me  
Most of the personal things I share on are publicly available anyway  
I worry about personal information being viewed by other people than 
those I wanted to see it  

I worry that others could take things I reveal about myself out of context  
When people ask me something personal, I sometimes think twice before 
telling them 0.815 

I think it is risky to tell people personal things about myself 0.872 
Sharing personal information with others may involve many unexpected 
problems  

I feel safe telling people personal things about me –0.892 
I feel comfortable sharing my private thoughts and feelings with others –0.774 
I usually discuss my problems and concerns with others  

Dependent variables 

This work considers both the subjective and behavioral consequences of the manipulated variables. The 
main behavioral dependent variable was sharing tendency, a dichotomous (yes/no) variable that was 
measured for each item (i.e. the 8 items listed in Table 1) and each recipient. Additionally, at the end of 
the study, we measured the following subjective constructs (listed in order of presentation):  

• System satisfaction: This construct is based on benefit-related constructs that have been used 
in privacy research, such as “preference for benefits” (Hui et al. 2006), “disclosure-privacy 
benefits”  (Xu et al. 2009) and “perceived benefits of info disclosure” (Xu et al. 2011). The items 
are taken from Knijnenburg and Kobsa (2013). 
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• Perceived ease of use of the settings interface: This construct is related to the “perceived 
ease of use” construct in TAM (Davis 1989; Davis et al. 1989) and the “effort expectancy” 
construct in UTAUT (Venkatesh et al. 2003). Krasnova et al. (2010) adapt the ease of use 
construct to SNS privacy settings with their “convenience in relationship maintenance” construct. 

• Perceived over-sharing threat: This construct represents users’ fear of unwanted collection 
and loss of control resulting from a lack of comfort or confidence regarding the system’s privacy 
settings. In the human-computer interaction field it has generally been measured by a single item 
(e.g. Church et al. 2009; Lipford et al. 2010; Tang et al. 2012). Our multi-item construct is a social 
adaptation from the “perceived privacy threats” factor of Knijnenburg and Kobsa (2013), which is 
in itself a system-specific analogy to the “collection” and “control” factors of the Internet Users 
Information Privacy Concerns scale (Malhotra et al. 2004). 

• Interpersonal privacy concerns: Several scales have been developed to measure people’s 
privacy concerns (Dinev and Hart 2004; Malhotra et al. 2004; Smith et al. 1996; Stewart and 
Segars 2002), but these scales primarily focus on information privacy rather than interpersonal 
privacy (Page et al. 2013). Our interpersonal privacy concerns scale is based on the “risk” 
construct of Malhotra et al. (2004) and the items of the General Information Privacy Concerns 
scale (Smith et al. 1996). Several new items were inspired by scales developed at the CSCW2013 
workshop on Measuring Networked Social Privacy (Page et al. 2013). 

Measurement validity of these constructs was tested with a confirmatory factor analysis (CFA, Table 2). 
Since the items were measured on a 5-point scale, we used a WLS estimator that treats them as ordered-
categorical. We iteratively removed items with a communality < 0.450 or high cross-loadings; these items 
have no loading in Table 2. The results show adequate convergent and discriminant validity. Since the 
interpersonal privacy concerns construct serves as a moderator in several hypotheses, its items were 
summed as an equal-weight index and dichotomized. This approach allows a “simple slope analysis” of 
the moderation results (Aiken and West 1991), which is easier to interpret and more robust to outliers. 

Results 

Behavioral Hypotheses (H1, H4-5, and H7) 

The hypothesized effects of the experimental conditions and interpersonal privacy concerns on users’ 
sharing tendency were tested as a repeated measures generalized linear model (glmer) with a logit link 
function and random intercepts for participant, recipient and item7. Category granularity (H1) did not 
have significant effects on users’ sharing tendency, so this effect was trimmed from the model. The 
regression coefficients of the final model are presented in Table 3. The condition with the lowest 
hypothesized level of sharing (weaker ties first, private-by-default, high privacy concerns) was chosen as 
the baseline condition. For reference, Figure 3 presents the average observed sharing levels (across all 
items and recipients) in the relevant experimental conditions. These observed levels match the estimated 
levels rather well. Below we discuss the individual hypothesized effects. 

As said, there is no difference in sharing tendency between the normal, granular (p = .316) and very 
granular (p = .134) conditions. H1 is thus not supported. 

H4 argues that users would have a higher sharing tendency in the shared-by-default condition than in the 
private-by-default condition, and that the smart default condition would be somewhere in between these 
two. Indeed, compared to the private-by-default condition, the odds of sharing are estimated to be 2.1 
times as high in the smart default condition, and 3.9 times as high in the shared-by-default-condition. H4 
is thus supported.  

                                                             
7 The analysis treats the sharing tendency to each individual contact as a separate decision. This ignores 
the fact that participants were mainly (or in some conditions: exclusively) making decision on a per 
category basis rather than a per contact basis. We also performed the presented analysis at the category 
level (necessarily ignoring the exceptions some participants made for specific contacts). This alternative 
analysis produced essentially the same results as those presented here. 
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Interestingly, though, the effect is weaker (rather than stronger) for participants with low interpersonal 
privacy concerns: the interaction effect more than halves the odds ratio for the smart default and shared-
by-default condition. This is opposite to what we hypothesized in H4a. H5 is supported, though: the odds 
of sharing for participants with low interpersonal privacy concerns are estimated to be 2.7 times as high as 
for participant with high interpersonal privacy concerns. 

Ordering the categories weaker ties first results in 1.8 times higher odds of sharing than ordering them 
stronger ties first (H7 supported). However, this effect only occurs in the private-by-default condition: the 
interaction effect again just about halves the odds ratio for the smart default and shared-by-default 
condition (H7a supported). 

Consequently, Figure 3 shows that there is indeed a strong default effect, but mainly for participants with 
high privacy concerns in the stronger ties first condition. The default effect is less apparent in the weaker 
ties first condition and for participants with low privacy concerns. Nevertheless, the shared-by-default 
condition results in significantly higher sharing tendencies than the other two conditions under all 
circumstances, except for participants with low privacy concerns in the weaker ties first condition. Under 
these specific circumstances, the private-by-default condition shows a sharing tendency that is 
significantly higher than the smart default condition, and about equal to the shared-by-default condition. 

Table 3. Regression of sharing tendency. 
Independent variable odds 

ratio 
95% CI p 

Intercept 1.079 (0.766, 1.521)  
Weaker ties first 1.827  (1.480, 2.255) .004 
Low concerns 2.699  (2.186, 3.332) < .001 
Smart default 2.138  (1.663, 2.749) .002 
Shared-by-default 3.940  (3.050, 5.090) < .001 
Smart, weaker first 0.545 (0.407, 0.730) .038 
Share, weaker first 0.554 (0.411, 0.746) .047 
Smart, low concerns 0.483 (0.360, 0.649) .014 
Share, low concerns 0.462 (0.343, 0.623) .010 

 

 

Figure 3. Observed sharing levels. 
 

Subjective Hypotheses (H2-3, H6, and H8-10) 

We tested the hypothesized effects of the experimental conditions on the measured subjective constructs 
using structural equation modeling (SEM) with a weighted least squares estimator. To allow a moderating 
relationship, interpersonal privacy concerns was not modeled as a latent construct but calculated as a sum 
of relevant items based on the CFA results and then dichotomized. Paths that were non-significant (p > 
.05) were removed from the model, and a post-hoc interaction effect (over-sharing threat on defaults × 
exceptions) was added based on high modification indices. In general, models can be trimmed or built 
based on theoretical and/or empirical standards (Kline 2004). Figure 3 shows the resulting model, which 
has a good8 fit (χ2(433) = 552.883, p = .0001; CFI = 0.988, TLI = 0.989; RMSEA = .038, 90% CI: [.028, 
.047]). Below we discuss the individual hypothesized effects. 

                                                             
8 A good model has a χ2 that is not statistically different from a saturated model (p > .05). However, this 
statistic is regarded as too sensitive, and researchers have proposed other fit indices (Bentler and Bonett 
1980). Hu and Bentler (1999) propose cut-off values for these indices to be: CFI > .96, TLI > .95, and 
RMSEA < .05, with the upper bound of its 90% CI falling below 0.10. 
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Figure 2. Trimmed structural equation model.  
* p < .05, ** p < .01, *** p < .001. 

H2 argues that the more granular categorizations would reduce users’ perceived over-sharing threat. 
However, compared to the normal granularity condition, participants perceive higher (rather than 
lower) over-sharing threat in the more granular categorization conditions (yet interestingly not 
significantly in the very granular categorization condition). This is opposite to what we hypothesized in 
H2. H3 argues that the more granular categorizations reduce the perceived ease of use of the settings 
interface. The perceived ease of use is indeed significantly lower in the very granular categorization 
condition. 

In line with H6 we find that users of the shared-by-default condition perceive a higher level of over-
sharing threat than users of the private-by-default and smart default conditions. As hypothesized, this 
effect disappears when participants can make exceptions; in that case shared-by-default results in no 
higher over-sharing threat than the private-by-default condition (p = .852). H6a is thus also supported. 

H8 and H8a argue that over-sharing threat is negatively related to satisfaction, and that this effect is 
stronger for users with a high level of interpersonal privacy concerns. Interestingly, the effect of over-
sharing threat on satisfaction is positive for participants with low interpersonal privacy concerns (H8 not 
supported), and only slightly negative for participants with high interpersonal privacy concerns 
(βcontrast = –0.154, p = .052; the interaction effect is strongly significant, so H8a is supported). This 
unexpected effect is likely due to the strong mediated effect of over-sharing threat on satisfaction via 
perceived ease of use (hence, H9 and H10 are supported). The total effect of over-sharing on satisfaction 
is slightly negative for participants with low interpersonal privacy concerns (βtotal = –0.115, p = .102) and 
strongly negative for participants with high interpersonal privacy concerns (βtotal = –0.574, p < .001). 

Discussion 
Table 4 shows an overview of the support for our hypothesized effects. We discuss some of our surprising 
findings below. As hypothesized, defaults do have an effect on users’ sharing tendency, but this effect is 
strongest when the stronger ties are presented first. Conversely, presenting weaker ties first increases 
sharing, but only in the private-by-default condition. This is in line with Acquisti et al. (2012), who 
demonstrate that an “accept frame” is a precondition for the “door-in-the-face” effect to occur.  
Alternatively, it may be that the lack of an effect of category order on sharing tendency in the shared-by-
default condition is simply due to a ceiling effect. 
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Table 4. Overview of supported and rejected hypotheses. 
Hypothesis Support Reason 
H1.  Granularity à sharing tendency No No effect found 
H2.  Granularity à threat No Opposite effect; granular increases threat 
H3.  Granularity à ease of use Partial Only for the very granular categorization 
H4.  Defaults à sharing tendency Yes  

H4a. Defaults × concerns à sharing tendency No Opposite effect: default effect increases 
with higher concerns 

H5.  Concerns à sharing tendency Yes  
H6.  Defaults à threat Yes  
H6a. Defaults × exceptions à threat Yes  
H7. Order à sharing tendency Yes  
H7a. Order × defaults à sharing tendency Yes  

H8.  Threat à satisfaction No/Yes9 Opposite effect with low concerns, small 
negative effect with high concerns 

H8a. Threat × concerns à satisfaction Yes  
H9. Threat à ease of use Yes  
H10.  Ease of use à satisfaction Yes  

Unexpectedly, the default effect is stronger for people with high interpersonal privacy concerns than for 
people with low concerns (contrary to Lai and Hui’s (2006) findings and our own hypothesis). This 
finding is surprising: typically people with low levels of concern are less motivated to make accurate 
privacy decisions, and are therefore more (rather than less) amenable to the default effect. Again, this 
finding may be due to a ceiling effect: people with low privacy concerns share at very high rates (around 
70%) in any condition. A more provocative explanation would be that this is a case of reactance 
(McKenzie et al. 2006) in the opposite direction: unconcerned individuals disagree with the more 
conservative default policy of the smart defaults and private-by-default condition, and end up 
overcompensating by specifying their settings to share even more. 

We find that granularity has no effect on users’ sharing tendency, so evidently participants do not “err-on-
the-safe-side” as was claimed by Benisch et al. (2011), Tang et al. (2012) and Sadeh et al. (2009). The “err-
on-the-safe-side” suggestion seems to be based on the implicit assumption that users find over-sharing 
more problematic than under-sharing10. If that is true, users will tend to under-share whenever they 
encounter misspecifications. However, given that our study found no effect of granularity, we may argue 
that our participants found under-sharing and over-sharing roughly equally problematic. In fact, some 
recent studies have found similar effects (Knijnenburg et al. 2013b; Lin et al. 2012). Another explanation 
of the lack of an effect of granularity on sharing would be that even our coarsest category granularity is 
rather accurate, and leads to very few misspecifications. Indeed, very few participants in our study 
actually made any exceptions (see Table 5), and these participants were evenly distributed over the 
categorization granularity conditions, which suggests that even our coarsest categorization was very 
accurate. 

Note that contrary to our expectations, users perceive more (rather than less) threat in the granular 
condition. This suggests that users may not evaluate threats objectively, but rather superficially: the larger 
number of categories in the more granular conditions may make users feel like they are sharing more, 
thereby increasing their perceived over-sharing threat. Moreover, in line with our expectations, users find 
the very granular condition harder to use. Consequently, the “normal” granularity 5-category condition 
(family, friends, classmates, colleagues and acquaintances) eventually results in the highest user 

                                                             
9 The unexpected positive effect is due to a strong mediation effect of threat on satisfaction via ease of use 
(see H9 and H10). The total effect of threat on satisfaction is indeed negative as expected. 
10 Indeed, in predicting users’ privacy preferences, Benisch et al. explicitly define a “cost ratio” that varies 
from c = 1 (over- and under-sharing are equally penalized) to c = 100 (over-sharing is considered one-
hundred times as bad as under-sharing). 
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satisfaction. This reflects an increasing trend in privacy research that shows that more control is not 
always better (Brandimarte et al. 2013; Knijnenburg et al. 2013b; Korff and Böhme 2014). 

We expected that exceptions would be harder to use, but this hypothesis was not supported, arguably 
because very few participants made any exceptions. Exceptions do erase the over-sharing threat caused by 
the shared-by-default condition, though. This is a very important finding, as it allows a system to have a 
default that increases sharing without increasing users’ perceived over-sharing threat. This finding is all 
the more surprising given that only very few participants made exceptions: it turns out that merely the 
presence of the exception feature is enough to reduce users’ perception of over-sharing threat!  

Table 5. Exceptions made by participants. 
# of exceptions  
(max: 400) 

# of participants  
(total: 200) 

0 173 
1-5 3 
6-10 3 
11-20 4 
21-30 2 
>30 2 

Conclusion and Future work 
In this paper we conducted a systematic evaluation of the effect of several design parameters of an SNS 
privacy settings interface on users’ evaluation of the system and their sharing behavior. In terms of 
managerial implications, we find that it is important to beware of perceived over-sharing: over-sharing 
causes a threat that makes using the system seem more of a hassle (reduced ease of use) and that will—for 
people with high interpersonal privacy concerns—reduce system satisfaction. 

Luckily, we find that it is possible to increase users’ sharing tendency without inducing such negative 
subjective consequences: the shared-by-default setting increases sharing, and giving users the option to 
make exceptions for specific contacts reduces the over-sharing threat that may ensue from this default 
setting. Interestingly, this strategy works despite the fact that most users will not even use this exception 
feature at all. Alternatively, managers could employ the private-by-default setting and present the contact 
categories of weaker ties (i.e. acquaintances) first, but this only works for users with low interpersonal 
privacy concerns. 

In terms of category granularity, we find no effect on sharing tendency, but the granular (10-category) 
categorization increases over-sharing threat, and the very granular (14-category) categorization is harder 
to use. Managers should thus rather employ the 5-category categorization. 

There are several limitations to our work. First of all, our study design is rather complex, and while our 
sample has sufficient power to test the hypothesized main and 2-way interaction effects, it is not large 
enough to carefully examine 3- or 4-way interaction effects. A larger sample is needed to test these effects 
and assure the robustness of our results. 

Moreover, in our study the categories were static and “system-defined”, whereas users of existing systems 
such as Google+ and Facebook can create their own categories. Note, though, that Google+ users only 
have a median of five categories (just one more than the default four; Watson et al. (2012)), and most 
Facebook users only use the Friends category (Carr 2010; Deuker 2012; Strater and Lipford 2008). Kelley 
et al. (2011) provide a reason for this limited success of user-defined categories: they found that when 
people are prompted to categorize their friends into semantically meaningful categories, they often create 
categories that make sense from a social perspective, but that are inadequate for making privacy 
decisions. Consequently, system-defined categories based on an analysis of users’ actual tendency to share 
information with the cateogry (such as those used in the current paper) may be better suited for the 
purpose of selectively sharing personal information. 

Future work should further investigate some of our surprising results, such as why default effects are 
more prominent for people with high (rather than low) interpersonal privacy concerns, and why 
exceptions counteract the over-sharing threat of shared-by-default systems. One could argue that the 
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availability of exceptions demonstrates the system’s intentions to allow users to set their privacy settings 
in a flexible manner, making the system seem benevolent, thereby reducing the over-sharing threat 
resulting from the shared-by-default setting. 

The smart default setting, as proposed by Smith et al. (2013) did not stand out as the superior solution: it 
did not result in higher sharing tendencies than the private-by-default setting (except for people with high 
privacy concerns in the stronger ties first condition), and it did not reduce over-sharing threat or increase 
ease of use. Although we based the smart default on previous data using a somewhat arbitrary threshold, 
this threshold seemed to be quite accurate: analyzing users’ deviations from the default, we find that the 
number of “shares” turned into “not shares” (median: 11, mean: 21.9) is about equal to the number of “not 
shares” turned into “shares” (median: 10, mean: 15.9). Also, the total number of changes in the smart 
default condition (median: 25, mean: 37.7) is much lower than the number of changes in both the private-
by-default condition (median: 257, mean: 251.9) and the shared-by-default condition (median: 91, mean: 
103.3). This means that users in the smart default condition indeed used far fewer clicks to optimally set 
their privacy settings, but that this reduction in physical effort was not accompanied by a reduction in 
cognitive effort (i.e. ease of use). Smith et al. (2013) argue that “Smart defaults can become even smarter 
by adapting to information provided by the consumer as part of the decision-making process” (p. 167). 
Such adaptive defaults are an interesting venue to explore in future work (cf. Knijnenburg 2014; 
Wisniewski et al. 2014). 

More generally, we encourage privacy researchers, policy-makers, and industry executives to consider the 
effects of privacy settings interfaces on privacy outcomes. This paper shows that subtle changes in the 
design of such interfaces can have important subjective and behavioral consequences. Careful design of 
these systems is thus very important to make users share optimally without feeling like they over-share. 
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