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Abstract

Symbolic Model Checking is a successful technique for checking properties of large �nite state
systems� This method has been used to verify a large number of real�world hardware designs� In
this project we have used the VIS model checking system to formally verify an abridged imple�
mentation of the PCI Local bus�
We have designed and implemented the PCI Bus in the subset of Verilog supported by VIS�

We have scaled down the system to an extent to make sure we get results in reasonable time� We
have veri�ed properties which are implied by the protocol� properties regarding bus arbitration�
deadlock and livelock�
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� Introduction

��� Overview of formal veri�cation concepts

Formal veri�cation methods are a rigorous	 methodical means to prove relationships between two
descriptions of behavior� The behavior may be represented in VHDL or Verilog	 or it may be
described using special purpose languages o
ering richer constructs for mathematical assertions
and properties� Formal veri�cation tools are analogous to static timing analysis tools	 in that
they replace dynamic simulation with mathematics	 provide exhaustive analysis in lieu of vectors	
and use signal constraints to eliminate pessimism ����
Formal veri�cation can be used in three di
erent ways within the design process� First	 to

verify that a speci�cation of the design satis�es a given set of properties� Second	 to formally
derive an implementation from the speci�cation� Third	 to prove that an existing implementation
matches the speci�cation	 or to con�rm expected di
erences�
The �rst usage scenario is supported by a class of tools known as model checkers 	 which can

check whether given properties always hold within a model of the behavior� The second scenario
is supported by theorem provers	 which use inductive reasoning at each step of decomposition
to guarantee a correct by construction implementation for the speci�cation� The third class of
tools is called equivalence checkers 	 because they compare two revisions of the same behavior�
A combinational checker only proves that equivalent inputs produce equivalent outputs	 but
does not comprehend the dimension of time 
e�g�� clocked memory elements�� Strict sequential
checkers can prove that equivalent inputs over time will produce equivalent outputs over time�
The most commonly used internal data representation is the binary decision diagram 
BDD��

It was quickly found that the size of a BDD is highly dependent on the ordering of the input
signals	 leading to special ordering algorithms� Later	 the size of ordered BDDs 
OBDDs� was
further reduced by folding common subtrees into a graph form� Typed decision graphs 
TDG�
improve on the reduced	 ordered BDD 
ROBDD� by allowing links in the graph to invert the
sense of the logic during traversal	 enabling better collapsing of subtrees�

��� Our Approach

PCI has been an industry standard bus for a long time� There has been some work done on
the speci�cation and veri�cation of the PCI bus especially performance veri�cation ���� The
PCI Local Bus typically has multiple masters and targets� We have implemented and veri�ed an
abridged version of the bus which has only one master and one target� A bus is typically very
rich in properties� Later in this report we will highlight several properties of the PCI Local Bus
which can straightaway be identi�ed from its protocol speci�cations� We thus strive to come up
with a very good benchmark for the usefullness of VIS as a formal veri�cation tool�

� PCI Local Bus Overview

The PCI Local Bus is a high performance	 ���bit or ���bit bus with multiplexed address and
data lines� The bus is intended for use as an interconnect mechanism between highly integrated
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peripheral controller components	 peripheral add�in boards	 and processor�memory systems� The
block diagram 
Figure �� shows a typical PCI Local Bus system architecture� This example is not
intended to imply any speci�c architectural limits� In this example	 the processor�cache�memory
subsystem is connected to PCI through a PCI bridge� This bridge provides a low latency path
through which the processor may directly access PCI devices mapped anywhere in the memory
or I�O address spaces� It also provides a high bandwidth path allowing PCI masters direct access
to main memory� The bridge may optionally include such functions as data bu
ering�posting
and PCI central functions 
e�g�	 arbitration��

Figure �� Block Diagram of a PCI Local Bus

The important pins of the PCI Local Bus are shown in the block diagram of Figure ��
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Abbreviation Signal Type
in Input is a standard input�only signal
out Output is a standard active driver
t�s Tri�State is a bi�directional� tri�state input�output pin
s�t�s Sustained Tri�State is an active low tri�state signal

owned and driven by one and only one agent at a time

Table �� Signal Types

Figure �� A block Diagram of the PCI Pin List

��� Some Important Signal Type De�nitions

The following signal type de�nitions are from the view point of all devices other than the arbiter
or central resource� For the arbiter	 REQ� is an input	 GNT� is an output	 and other PCI
signals for the arbiter have the same direction as a Master or Target� The central resource is a
�logical� device where all system type functions are located�
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The agent that drives an s�t�s pin low must drive it high for at least one clock before letting
it �oat� A new agent cannot start driving a s�t�s signal any sooner than one clock after the
previous owner tri�states it�
A � symbol at the end of a signal name indicates that the active state occurs when the signal

is at a low voltage� When the � symbol is absent	 the signal is active at a high voltage� The
signaling method used on each pin is shown below following the signal name�

� CLK � in � Clock provides timing for all transactions on PCI and is an input to every PCI
device� All other PCI signals	 except some are sampled on the rising edge of CLK and all
other timing parameters are de�ned with respect to this edge�

� RST� � in � Reset is used to bring PCI�speci�c registers	 sequencers	 and signals to a
consistent state�

� AD	������
 � t�s � Address and Data are multiplexed on the same PCI pins� A bus
transaction consists of an address phase followed by one or more data phases� PCI supports
both read and write bursts�

� C�BE	����
� � t�s � Bus Command and Byte Enables are multiplexed on the same PCI
pins�

� FRAME� � s�t�s Frame is asserted to indicate a bus transaction is beginning� While
FRAME� is asserted	 data transfers continue� When FRAME� is deasserted	 the trans�
action is in the �nal data phase or has completed�

� IRDY� � s�t�s � Initiator Ready indicates the initiating agent�s 
bus master�s� ability to
complete the current data phase of the transaction� IRDY� is used in conjunction with
TRDY�� A data phase is completed on any clock both IRDY� and TRDY� are sampled
asserted� During a write	 IRDY� indicates that valid data is present on AD��������� During
a read	 it indicates the master is prepared to accept data� Wait cycles are inserted until
both IRDY� and TRDY� are asserted together�

� TRDY� � s�t�s � Target Ready indicates the target agent�s 
selected device�s� ability to
complete the current data phase of the transaction� During a read	 TRDY� indicates that
valid data is present on AD��������� During a write	 it indicates the target is prepared to
accept data�

� STOP� s�t�s Stop indicates the current target is requesting the master to stop the current
transaction�

� LOCK� � s�t�s � Lock indicates an atomic operation that may require multiple transac�
tions to complete� When LOCK� is asserted	 non�exclusive transactions may proceed to
an address that is not currently locked�

� DEVSEL� � s�t�s � Device Select	 when actively driven	 indicates the driving device has
decoded its address as the target of the current access�
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� REQ� � t�s � Request indicates to the arbiter that this agent desires use of the bus�

� GNT� � t�s Grant indicates to the agent that access to the bus has been granted�

��� Where We Fit

The PCI Local bus can have several device controllers sitting on it� It is illustrated by Figure ��

PCI Device Controller

Master Target

PCI Device
Controller

PCI Device
Controller

PCI Local Bus

Figure �� A PCI Local Bus Con�guration

As we can see in the �gure	 it can have several modules	 in all of which	 there can be a Master
and a Target machine� For simplicity sake in our implentations we will assume that there is only
one Master and one Target module� The interactions between them will be in accordance to the
bus protocol and for completeness we will have a rudimentary arbitrater� Since we have only one
Master	 having an arbitrator makes not much sense	 but it is done to make the scenario more
close to reality�

��� The Master and Target State Machines

The Master and the Target machines have de�nite behavior de�ned by the PCI ��� specs� We
will discuss them in brief�
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Figure �� The Master State Machine

The Master State Machine 
Figure �� starts o
 from the IDLE state	 where there are no
transactions taking place on the bus� If it has to do a transaction on the bus	 it arbitrates for
the bus and waits for a grant	 which is represented by the self loop to the state IDLE� If the
machine gets a grant	 it moves on to the ADDR state	 where it has to start the transaction by
driving the address lines� From then onwards a transaction starts� It does the data transaction
in the state M DATA� If it is a back to back transaction then it can move back and forth between
the states ADDR and M DATA since it has to �oat both data and address on the bus� From
the M DATA state	 which stands for the state in which the machine can transmit	 it can have a
normal completion 
go to state TURN AR� or it can move to the state S TAR which stands for
the abnormal completion of the data transmission ��	��� From the states S TAR and TURN AR
the machine can either go to IDLE again or to DR BUS� The state DR BUS means that the
bus is �parked�	 which in turn means that the Master has the grant but does not have any
transaction to do� From the TURN AR state the Master can go to the ADDR state whereby it
can start a new transaction afresh�
The Master Lock machine stands for has two states FREE and LOCK� The state FREE means

that it has not locked any chunk of address space in any Target machine	 and it can keep looping
in that state� Also	 when it locks a particular chunk of memory in some Target machine it moves
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to the LOCK state� And when the transcation in that part of the memory is over	 it can unlock
the chunk and move on to the FREE state again� This state machine works in harmony with
the Target lock state machine�

Figure �� The Target State Machine

The Target State Machine 
Figure �� also starts o
 from the IDLE state	 and keeps there until
and unless a transaction is started on the bus by some Master� As soon as some transaction
starts on the bus	 it snoops in the address and decodes it� This is done after it moves to the state
B BUSY which means that the bus is busy	 or in other words	 has some transaction initiated
on the bus� If the address �oated on the bus is not meant for it	 then it moves back to the
IDLE state� Else	 it identi�es itself as the owner of the transaction and responds by asserting
it�s DEVSEL line� If the Target machine is not able to send or receive data 
it may be busy with
something else right now� it terminates the transaction 
abnormally� without any data transfer	
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and moves to the state called BACKOFF� If it is able to do the transaction then it moves to
the state called S DATA and loops back to it� If the Target is able to �nish the transaction
normally 
with all the data transfers complete� then it moves to the state called TURN AR	 else
it moves to the state BACKOFF and tells the Master that it is an abnormal termination� This
may be abnormal termination with or without data� The Target	 however	 has to come to the
TURN AR state even if it is an abnormal termination� From the TURN AR state the Target
can move back to the IDLE state	 or	 to B BUSY	 where it can try and decode another address
�oated on the bus�
The Target Lock Machine stands for the part of the lock synchronisation mechanism that is

implemented in the Target� It can be in the FREE state which means that no chunk of memory
in the Target machine is locked by any Master� It strobes the LOCK signal during the begin of
every transaction� If it is asserted the machine moves on to the LOCKED state� It can remain
there till the Master concerned unlocks it	 and when it does	 the machine moves back to the
LOCK state�

� Properties of Interest

The PCI Local Bus Speci�cation asserts several functional characteristics of the bus which can
immediately be identi�ed with a set of proerties to be veri�ed� We identi�ed the following
properties for veri�cation using VIS

� Properties at the transaction start phase

� Properties at the data completion 
Normal�Abnormal� phase

� Properties which should be valid throughout a transaction

� Properties related to the locking of the master and target device

� Properties related to bus arbitration

� Properties related to deadlock and livelock conditions

It is to be noted that not all of the properties mentioned above need to be valid at all of
the di
erent transactions� Infact	 the transaction type determine the properties that need to
be veri�ed for that particular bus operation� We elaborate some of the above properties with
respect to speci�c transactions as shown below�

��� Properties from the Read Transaction

Figure � shows the timing diagram of a typical read transaction on the PCI bus�
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Figure �� A Read Transaction

A read transction starts with an address phase which occurs when FRAME� is asserted
for the �rst time and occurs on clock �� During the address phase	 AD	������
 contain a
valid address and C�BE������� contain a valid bus command� The �rst clock of the �rst data
phase is clock �� During the data phase	 C�BE� indicate which byte lanes are involved in the
current data phase� A data phase may consist of wait cycles and a data transfer� The C�BE�
output bu
ers must remain enabled 
for both read and writes� from the �rst clock of the data
phase through the end of the transaction� The �rst data phase on a read transaction requires
a turnaround�cycle 
enforced by the target via TRDY��� In this case	 the address is valid on
clock � and then the master stops driving AD� The earliest the target can provide valid data is
clock �� The target must drive the AD lines following the turnaround cycle when DEVSEL�
is asserted�
The constraints on the di
erent signals	 for example	 when one can be driven after another

has been asserted	 can easily be identi�ed with a set of properties 
invariants�� Some of these
properties are given below�

� FRAME� assertion and TRDY� assertion should be seperated by at least one clock
cycle

� FRAME� deassertion � IRDY� assertion

� The Byte enables 
C�BE�s� need to be driven throughtout the transaction
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��� Properties from the Write Transaction

Similar to the read transaction discussed above	 a set of properties can be extracted from the
timing diagram of the write transaction 
Figure ���
A write transaction starts when FRAME� is asserted for the �rst time which occurs on clock

�� A write transaction is similar to a read transaction except no turnaround cycle is required
following the address phase because the master provides both address and data� Data phases
work the same for both read and write transactions� The �rst and second data phases complete
with zero wait cycles� However	 the third data phase has three wait cycles inserted by the target�
Notice both agents insert a wait cycle on clock �� IRDY� must be asserted when FRAME�
is deasserted indicating the last data phase� The data transfer was delayed by the master on
clock � because IRDY� was deasserted� The last data phase is signaled by the master on clock
�	 but it does not complete until clock ��

Figure �� A Write Transaction

Some of the properties are enumerated below�

� TRDY� should not be asserted before the DEVSEL� is asserted

� FRAME� deassertion � IRDY� assertion
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� Once FRAME� is asserted it cannot be deasserted again in the same transaction�

��� Approach

����� Scaling Down

The inherent problem with any model checking tool is the blowing up of the state space as
mentioned earlier� To keep things in check several techniques were used�

� One Master � One Target module con�guration

This is the minimum con�guration in which all the bus protocols can be veri�ed	 with
the exception of arbitration� In the PCI bus	 the controllers are resident on the Master
and Target	 there is no central controller� Thus	 the design for the Master and Target
controllers is of considerable complexity� We did not opt for more than one Master and
Target as it would have resulted in a state space explosion�

� Subset of transactions chosen

The transactions� Interrupt	 Con�guration and Lock were dropped as the design for these
transactions is very complex� Lock has been implemented only for the Target� The trans�
actions� Memory Read	 Memory Write	 IO Read and IO Write have been implemented and
the Bus Protocols veri�ed for these transactions�

� Data Bus cut down to � bits

The Data Bus width for a PCI Bus is ������ This width cannot be handled well by VIS�
We cut down the width to � bits� � bits are su�cient to verify burst accesses	 fast back to
back transaction and abnormal terminations�

����� Modeling inout and tri�stated lines

Since VIS doesnot support inout and tristated lines	 these lines were modelled as shown in the
Figure �� Consider a inout line which has to be pulled up to one� This line has to represented
by two separate lines � IN and OUT� IN should re�ect the value which is driven from any of
the modules 
if any module is driving it�� Else	 it should take the value one 
when none of the
modules is driving it�� This is taken care of by the �Module Pull�Up��
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out1

in1

out2

in2

in3

out3

OE1

OE2

OE3

IN
MODULE

PULL-UP

OE1

OE2

OE3

out1

out2

out3

always begin
if OE1 then IN=out1
if OE2 then IN=out2
if OE3 then IN=out3
else IN=1
end

Figure �� Modelling in�out and tristated lines

��� Experimental Results

� Number of CTL Formulas� ��

� Number of Design Debug Iterations� �

� Number of formulas passed on master alone� � 
out of ��

� Number of formulas passed on target alone� � 
out of ��

� Number of formulas passed on integrated system� 
�� out of ���

� Number of Bugs found� �


 Abnormal master abort was happening due to master not waiting su�cienltly long
for device to respond�


 There were some glue problems with the tristate modelling�


 Device select was not being asserted due to register width mismatch leading to wrong
initialization�
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 Retry was being preceded by Disconnect�

� Conclusion and Experience

The protocol for the PCI Bus is rich in properties� So it lends itself to Formal Veri�cation of
the protocol� But coming up with the CTL properties is not obvious� In fact most often than
not	 it was found that the formulas failed because the correct properties were not written down�
It goes hand in hand with the usual Formal Veri�cation problem of not knowing how to ask the
correct question�
Learning VIS should not be taken as one of the big hurdles of the project	 but cutting down

the Verilog code to a VIS�able subset was� Added to it was problems faced with the translator
vl�mv�
Also	 during property veri�cation	 we realised with time	 that sometimes a property failing

can be a boon in disguise	 not only it does not gives a false sense of security when a property
passes wrongly but also it really uncover bugs in the design�
Modeling of the tri�states was done with precision and can be regarded as one of the most

useful things learnt and used in the project�

� Appendix A� The reachability of our model

The reachability of our model has been found out and the corresponding VIS session has been
included in this Appendix�

vis� sift

Dynamic variable ordering forced with method sift����

vis� wo ord�

vis� flt

Deleting current network and creating new one�

Warning� No checking for complete and deterministic specification�

Warning� Do �help flatten�hierarchy� for detailed information�

vis� ro ord�

vis� part

vis� pii

Printing Information about Image method� IWLS��

Threshold Value of Bdd Size For Creating Clusters � �			


Use �set image�cluster�size value � to set this to desired value�

Verbosity � 	


Use �set image�verbosity value � to set this to desired value�

W� � � W
 � � W� � � W� � 



Use �set image�W� value � to set these to desired values�

Shared size of transition relation for forward image computation is


���
 BDD nodes 
�� components�

��



vis� rch �s� �v�

BFS step � 	 �states� � 
�
��� Bdd size � 
��

BFS step � � �states� � �
�
�� Bdd size � ���

BFS step � 
 �states� � ���	�	 Bdd size � �	��

BFS step � � �states� � ��
����e�	� Bdd size � ����

BFS step � � �states� � ���	���e�	� Bdd size � ����

BFS step � � �states� � �������e�	� Bdd size � �	���

BFS step � � �states� � �����	�e�	� Bdd size � �����

BFS step � � �states� � ���	��
e�	� Bdd size � 
��	�

BFS step � � �states� � ������e�	� Bdd size � 
���	

BFS step � � �states� � 
�	��	�e�	� Bdd size � ����	

BFS step � �	 �states� � 
����
e�	� Bdd size � �����

BFS step � �� �states� � 
�
����e�	� Bdd size � �����

BFS step � �
 �states� � 
��	���e�	� Bdd size � �	�	�

BFS step � �� �states� � 
��
���e�	� Bdd size � ����	

BFS step � �� �states� � 
�����e�	� Bdd size � �����

BFS step � �� �states� � 
���	��e�	� Bdd size � �����

BFS step � �� �states� � 
������e�	� Bdd size � ����	

BFS step � �� �states� � 
�����
e�	� Bdd size � ����


BFS step � �� �states� � 
������e�	� Bdd size � �����

BFS step � �� �states� � 
������e�	� Bdd size � �����

BFS step � 
	 �states� � 
��	���e�	� Bdd size � ���	�

BFS step � 
� �states� � 
������e�	� Bdd size � �	�
�

BFS step � 

 �states� � 
���	��e�	� Bdd size � ���	


BFS step � 
� �states� � 
������e�	� Bdd size � �
���

BFS step � 
� �states� � 
�����
e�	� Bdd size � ����	

BFS step � 
� �states� � 
����
�e�	� Bdd size � ��	��

BFS step � 
� �states� � 
��	���e�	� Bdd size � ��
��

BFS step � 
� �states� � 
������e�	� Bdd size � �����

BFS step � 
� �states� � 
������e�	� Bdd size � ����


BFS step � 
� �states� � 
���
�
e�	� Bdd size � ����	

BFS step � �	 �states� � 
������e�	� Bdd size � ����


BFS step � �� �states� � 
������e�	� Bdd size � �����

BFS step � �
 �states� � 
�����e�	� Bdd size � ��
��

BFS step � �� �states� � 
��
���e�	� Bdd size � ���
�

BFS step � �� �states� � 
��
��
e�	� Bdd size � ��	��

BFS step � �� �states� � 
������e�	� Bdd size � ����	

Computing reachable states using the iwls�� image computation method�

Printing Information about Image method� IWLS��

Threshold Value of Bdd Size For Creating Clusters � �			


Use �set image�cluster�size value � to set this to desired value�

Verbosity � 	


Use �set image�verbosity value � to set this to desired value�

��



W� � � W
 � � W� � � W� � 



Use �set image�W� value � to set these to desired values�

Shared size of transition relation for forward image computation is


���
 BDD nodes 
�� components�

��������������������������������

Reachability analysis results�

FSM depth � ��

reachable states � 
������e�	�

BDD size � ����	

analysis time � ��

vis�

SECOND RUN

����������

vis� sift

Dynamic variable ordering forced with method sift����

vis� wo ord


vis� flt

Deleting current network and creating new one�

Warning� No checking for complete and deterministic specification�

Warning� Do �help flatten�hierarchy� for detailed information�

vis� ro ord


vis� part

vis� pii

Printing Information about Image method� IWLS��

Threshold Value of Bdd Size For Creating Clusters � �			


Use �set image�cluster�size value � to set this to desired value�

Verbosity � 	


Use �set image�verbosity value � to set this to desired value�

W� � � W
 � � W� � � W� � 



Use �set image�W� value � to set these to desired values�

Shared size of transition relation for forward image computation is


���� BDD nodes 
�� components�

vis� rch �s � �v �

BFS step � 	 �states� � 
�
��� Bdd size � 
��

BFS step � � �states� � �
�
�� Bdd size � ���
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