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ABSTRACTO�-chip bus transitions are a major source of power dis-sipation for embedded systems. In this paper, new adap-tive encoding schemes are proposed that signi�cantly reducetransition activity on data and multiplexed address buses,that do not add redundancy in space or time and whichhave minimal delay overhead. These adaptive techniques arebased on self-organising lists to achieve reduction in transi-tion activity by exploiting the spatial and temporal localityof the addresses. Unlike previous approaches that focus oninstruction address buses, experiments demonstrate signif-icant reduction in transition activity of up to 54% in dataaddress buses and up to 59% in multiplexed address buses.The average reductions are twice those obtained using cur-rent schemes on a data address bus and more than twicethose obtained on a multiplexed address bus.
1. INTRODUCTIONPower dissipation has become a critical design criterion inmost system designs, especially in portable battery-drivenapplications such as mobile phones, PDAs, laptops, etc.that require longer battery life. Reliability concerns andpackaging costs have made power optimization even morerelevant in current designs. Moreover, with the increasingdrive towards System On a Chip (SOC) applications, powerhas become an important parameter that needs to be op-timized along with speed and area. Power reduction tech-niques have been proposed at di�erent levels of the designhierarchy from the algorithmic level[3] and system level[11]to the layout level[12] and circuit level[11]. The dominantsource of power dissipation however, is due to the charg-ing and discharging of node capacitances during transitions,referred to as capacitive power[17, 10].�This work was partially supported by grants from NSF(MIP-9708067), DARPA (F33615-00-C-1632) and MotorolaCorporation
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A signi�cant portion of total power dissipation is due tothe transitions on the o�-chip buses. It is estimated thatpower dissipated on the I/O pads of an IC ranges from 10%to 80% of the total power dissipation with a typical value of50% for circuits optimized for low power[14]. This is becauseof the large switching capacitances associated with these buslines. Therefore, various techniques have been proposed inthe literature, which encode the data before transmissionon the o�-chip buses so as to reduce the average and peaknumber of transitions.However, most techniques have focussed on reduction oftransition activity on the instruction address buses and havenot generated consistent improvement on data address buses,without incurring signi�cant penalty through redundancy inspace or time. In this paper, new encoding techniques arepresented that exploit the notion of self-organizing lists toadaptively encode data and multiplexed addresses. This ap-proach achieves signi�cant and consistent transition activityreduction without adding redundancy in space or time. Thepaper is organized as follows: Section 2 reviews the relatedwork and Section 3 discusses the techniques for data addressbuses and their implementations. The techniques proposedfor multiplexed address bus and their implementation detailsare discussed in Section 4. Section 5 shows the reduction intransition activity obtained by applying these techniques onvarious programs. Furthermore, these results are comparedwith the existing techniques to demonstrate the e�cacy ofthese techniques. Finally, conclusions and future work arepresented in Section 6.
2. RELATED WORKSince instruction addresses are mostly sequential, Graycoding[16] was proposed to minimize the transitions on theinstruction address bus. The Gray code ensures that whenthe data is sequential, there is only one transition betweentwo consecutive data words. However this coding schememay not work for data address buses because the data ad-dresses are typically not sequential. An encoding schemecalled T0 coding[2] was proposed for the instruction addressbus. This coding uses an extra bit line along with the ad-dress bus, which is set when the addresses on the bus aresequential, in which case the data on the address bus are notaltered. When the addresses are not sequential, the actualaddress is put on the address bus. Bus-Invert (BI) cod-ing[14] is proposed for reducing the number of transitionson a bus. In this scheme, before the data is put on the bus,



the number of transitions that might occur with respect tothe previously transmitted data is computed. If the tran-sition count is more than half the bus width, the data isinverted and put on the bus. An extra bit line is used tosignal the inversion on the bus.Variants of T0, T0 BI, Dual T0, and Dual T0 BI[15] areproposed which combine T0 coding with Bus-Invert coding.Ramprasad et al. described a generic encoder-decoder ar-chitecture[13], which can be customized to obtain an entireclass of coding schemes for reducing transitions. The sameauthors proposed INC-XOR coding, which reduces the tran-sitions on the instruction address bus better than any otherexisting technique. An adaptive encoding method is alsoproposed by Ramprasad et al.[13] , but with huge hardwareoverhead. This scheme uses a RAM to keep track of theinput data probabilities, which are used to code the data.Another adaptive encoding scheme is proposed by Beniniet al., which does encoding based on the analysis of previ-ous N data samples[1]. This again has huge computationaloverhead. Mussol et al. propose a Working Zone Encoding(WZE) technique[9], which works on the principle of locality.Although this technique gives good results for data addressbuses, there is a huge delay and hardware overhead involvedin encoding and decoding. Moreover this technique requiresextra bit lines leading to redundancy in space. Recently,Cheng et al. have proposed coding techniques for optimizingswitching activity on a multiplexed DRAM address bus[4].Although the existing methods give signi�cant improve-ment on instruction address buses, none of the encodingmethods yield signi�cant and consistent improvement on thedata and multiplexed address buses without redundancy inspace or time. This is because most of the proposed tech-niques are based on the heuristic that the addresses on thebus are sequential most of the time. However, data ad-dresses are typically not sequential and hence the existingtechniques fail to reduce transition activity. Many of theexisting schemes add redundancy in space or time, whichmay be expensive in some applications.
3. DATA ADDRESS BUSESAlthough data addresses may not be sequential, they stillfollow the principles of spatial and temporal locality[6]. Thatis, it is more likely that there will be an access to a loca-tion near the currently accessed location (spatial locality)and it is more likely that the currently accessed locationwill be accessed again in the near future (temporal local-ity). We propose adaptive encoding techniques that exploitthe principle of locality for reducing the transitions on thedata address bus.We develop heuristics to minimize the number of transi-tions between the most frequently accessed address rangesby assigning them the codes with minimal Hamming dis-tance. To achieve this, we employ the Move-To-Front (MTF)and TRanspose (TR) methods in self-organizing lists[7] forassigning codes that reduce transitions on the address bus.MTF is a transformation algorithm that, instead of out-putting the input symbol, outputs the index of the symbolin a table. The table has all possible symbols stored in it.Thus the length of the code is the same as the length of thesymbol. Both the encoder and decoder initialize the tablewith the same symbols in the same positions. Once a symbolis processed, the encoder outputs the code corresponding toits position in the table and then the symbol is shifted to

the top of the table (position 0). All the codes from position0 until the position of the symbol being coded are moved tothe next higher position. The TR algorithm is similar toMTF in that the code assigned to the symbol is the posi-tion of the symbol but, instead of moving the symbol to thefront, the symbol is exchanged in position with the symboljust preceding it. If the symbol is at the beginning of thelist, it is left at the same position.Note that in both MTF and TR, the most frequent in-coming symbols are moved to the beginning of the list andthus the indices of these locations are closer in terms of Ham-ming distance. Therefore the transition activity between thecodes assigned to most frequent incoming symbols is mini-mized. These heuristics are very useful in data address busessince there is a greater likelihood of two di�erent addresssequences being sent on the bus (two arrays being accessedalternatively, reads from an address space and writes to adi�erent address space, etc.). In such cases, it is desirable tokeep the encoding of these address ranges as close as possi-ble i.e., with minimal Hamming distance. The MTF and TRheuristics achieve the goal by self-organization. But storageof all the possible address ranges and managing them inthe list is impractical in terms of area and delay overhead.Hence the address bus is partitioned into a set of smalleraddress buses and encoding is applied on each of these ad-dresses separately. We now discuss the architecture and im-plementation of the self-organizing lists based encoder anddecoder. The delay/area overheads for each of these tech-niques is minimal, as descibed here, and as demonstrated inour experiments presented in Section 5.
3.1 Encoder Implementation of Self-organizing

ListsThe functional implementation of an encoder based onself-organizing can be split into two phases. During the �rstphase, for every incoming symbol, the index correspondingto it is extracted from the list and put on the bus. In thesecond phase, the list is organized based on the incomingsymbol. While the �rst phase is common for both MTFand TR techniques, the techniques use di�erent strategiesfor organizing the lists based on the incoming symbol.A generic structure for the implementation of self-organizinglists is shown in Figure 1 for a bus of width 2. Note that thestraightforward implementation of searching for the symbolin the list and sending the index corresponding to the sym-bol location has huge delay overhead in the critical path. Abetter way of implementing this would be to keep the lo-cation of the symbol �xed and, for every incoming symbol,update the codes of the symbols. As shown in Figure 1,the incoming signal is fed to the select lines of the multi-plexer(SEL MUX) which outputs the code corresponding tothat symbol. The selected code(Y1Y0) is then fed back tocombinational logic which organizes the codes of the sym-bols in the list. This combinational logic is di�erent for theMTF and TR techniques.For MTF encoder, the combinatorial logic will have thefollowing functionality:Nxy = Cxy if Y0Y1 < Cxy= Cxy + 1 if Y0Y1 > Cxy= 00 if Y0Y1 = CxyFor TR encoder, the combinatorial logic will have the fol-
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Figure 1: Generic Architecture for Self-organizingLists based Encoderlowing functionality:Nxy = Cxy � 1 if Y0Y1 = Cxy and Cxy 6= 0= Cxy + 1 if Y0Y1 = Cxy + 1= Cxy OtherwiseThe encoder inserts a one-cycle delay between arrival ofthe address and output of the encoding. As indicated byBenini et al. [2], this is not an overhead because even ifbinary code (without encoding) were used, the 
ip-
ops atthe output of the bus would be needed. This is because theaddress would be generated by a very complex logic circuitthat produces glitches and misaligned transitions. The 
ip-
ops �lter out the glitches and align the edges to the clockthereby eliminating excessive power dissipation and signalquality degradation.The delay induced in the address path due to this en-coding is the delay of the multiplexer(SEL MUX). The sizeof the multiplexer is exponentially proportional to the bus-width. Since the buses are split into buses of smaller widthsand the encoding is applied to each of them independently,the size of multiplexer and hence the delay overhead dueto it is minimized. The other paths that arise due to theencoding, start and terminate within the module and henceshould not add to any timing violations. Some other minoroverheads would be involved at reset because the registershave to be initialized to the appropriate values. Since noneof these overheads appear in the actual address generationpath, these paths are not considered critical.
3.2 Decoder Implementation of Self-organizing

ListsSimilar to the encoder, the functionality of the decodercan be split into two phases. In the �rst phase, the symbolcorresponding to the code is extracted from the list and, inthe second phase, the list is organized based on the extractedsymbol. Figure 2 shows the architecture for the MTF baseddecoder.Unlike the encoder where the codes are stored in the list,for the decoder the symbols are stored in the list. Theincoming code(Y1Y0) is fed to the multiplexer(SEL MUX)to extract the symbol from the list. The extracted symbol(X1X0) is then fed back to organize the list based on thestrategy used. The inputs to the multiplexers in front ofthe registers shown in Figure 2 determine the symbol that
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> = Figure 2: Architecture for MTF based Decoderwill replace the location corresponding to the index position.The decoder for the TR based implementation is similar toMTF based implementation except that the inputs to thesemultiplexers are di�erent.Similar to the encoder, the critical path in the decoder isthe multiplexer(SEL MUX) for extracting the symbol cor-responding to the code. All other paths start and terminatewithin the module and hence are not considered critical.The actual delay and area overhead for self-organizing listsbased encoder and decoder are presented in Section 5.
4. MULTIPLEXED ADDRESS BUSESIn a multiplexed address bus, both instruction and dataaddresses are sent on the same bus. So while the addressesstill exhibit the principle of locality, they are often sequen-tial because of the characteristic of instruction addresses[6].We propose heuristics that make use of both the sequentialnature and the locality principle to reduce the transition ac-tivity on the multiplexed address bus. Fortunately, whenthe addresses are sequential, most of the transitions occuron a few of the least signi�cant bits. Thus, we use tech-niques related to sequential data on the least signi�cant bitsand techniques that exploit the principle of locality on thehigher signi�cant bits.When the addresses are sequential, the least signi�cantbits account for the most number of transitions. More specif-ically, the 4 least signi�cant bits contribute to approximately93.75% of the total transitions in sequential addresses. Dif-ferent encoding techniques could be applied on the least sig-ni�cant bits which signi�cantly reduce the transition activityin instruction addresses[8]. We describe the INC-XOR andDelta-TS techniques below.� The INC-XOR encoding technique[13] best reduces thetransition activity in an instruction address stream. Inthis scheme, the data transmitted is the EXclusive-OR of the current address and previous address incre-mented by a constant. The technique was proposed tobe applied on the whole address bus. However, by ap-plying this technique to only the least signi�cant bits,we still get signi�cant reductions in transition activity.The comparison of reductions when INC-XOR is ap-



plied on the 4 least signi�cant bits and when appliedon the whole address bus is shown in Section 5.� The Delta-TS encoding technique transmits the di�er-ence between the previous address incremented by aconstant and the current address with Transition Sig-naling (TS). Since the subtractor involved in delta cal-culation is only 4 bits wide, e�cient Look-Up-Table(LUT) based implementations could be used to lowerdelay overhead. The structure of a 4-bit Delta-TSbased encoder is shown in Figure 3.The actual delay and area overheads for encoding/decodingof these techniques, along with the reductions obtained byusing these techniques are presented in Section 5. The self-organizing lists based techniques (MTF/TR), are applied tothe least signi�cant bits and reduce transitions due to se-quential addresses; the Delta-TS/INC-XOR techniques areapplied to the higher signi�cant bits and exploit the princi-ple of locality to reduce the transitions.
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5. EXPERIMENTSWe now present results of our low-power address encod-ing techniques. The programs used for the experimentsare the UNIX compression and compiler utilities (gzip andcc), commonly used UNIX commands (ls, who, and date),and standard C programs (factorial and sort). The addresstraces of the programs were obtained by executing them onan instruction-level simulator, SHADE[5] on a SUN Ultra-5workstation. The comparison is made in terms of the totalnumber of toggles on the bus before and after the encodingis applied. We also present the actual area and delay over-head of the encoding and decoding through synthesis usingthe Synopsys Design Compiler.

Table 1. Transition activity reductions using self-organizing lists based encodings on
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Table 1 shows the percentage reduction in transition ac-tivity for the self-organizing lists based encodings applied tothe data addresses. As indicated in Section 3, the addressbus is split into smaller bus widths and the encoding is ap-plied to each of these buses independently. In the resultsshown, "w" indicates the width of the smaller buses. The�rst column indicates the programs to which the encodingshave been applied. Column 2, "# of addr." indicates thetotal number of addresses to which the encodings have beenapplied. Column 3, "%Seq" indicates the percentage of ad-dresses which are sequential. Column 4, "Binary" indicatesthe total transitions that occur on the bus without any en-coding. Columns 5, 6, 7, 8, and 9 indicate the percentagereductions obtained when the MTF and TR techniques areapplied for di�erent values of w. It was observed that whenTransition Signaling (Yi = Yi�1 xor Xi, where Y is the out-going bit stream and X is the incoming bit stream) is appliedon top of these encodings, a greater reduction in transitionactivity is often achieved. The results shown in the tableindicate the reduction after Transition Signaling(TS).Note that the reductions increase with increasing bus width,but the delay overhead due to the encoding/decoding in-creases rapidly with higher bus widths as shown at the endof this section. So a con�guration could be selected based onthe desired transition activity reduction and tolerable delayoverhead. For applications with tight delay constraints, thecon�guration with minimum delay overhead, w=2 could beused.
Table 2. Transition activity reductions using different encoding techniques on 
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Table 2 shows the comparison of these reductions withthose obtained using existing techniques. A maximum re-duction of 54% was achieved by TR+TS with w=4 for thegzip program. The values in the parenthesis for MTF(+TS)and TR(+TS) in columns 2 and 3, indicate the percentagereductions achieved by using TS on top of MTF/TR tech-nique. Except for the 'who' program, there was an increasein the reductions by using TS on top of MTF/TR. This extrareduction on average, is considerable in case of TR( ~7%),but is less signi�cant for MTF ( < 4%). Columns 4, 5, and6 show the reduction in transition activity for Gray coding,INC-XOR, and Bus-Invert coding respectively. As expected,since the addresses are not sequential, the INC-XOR tech-nique fails to give any reduction. While Bus-Invert codinggives the best reduction among the existing techniques, thistechnique needs 4 extra bit lines for implementation whichmay not be tolerable. And clearly the self-organizing lists



based techniques outperform the existing techniques. Onaverage, the reduction with self-organizing lists based en-coding is twice that of the best existing technique. Also,the self-organizing lists based encoding does not add any re-dundancy in space or time (no extra bit-lines or time slotsare needed for implementation).Table 3 shows the reduction in transition activity for var-ious combination of encoding techniques on the multiplexedaddress bus. While the Delta-TS and INC-XOR are appliedon the least signi�cant 4-bits, the MTF and TR are appliedon the higher signi�cant bits. As in the data address bus, themultiplexed address bus is split into smaller buses(w=4) andthe encodings are applied on each of them independently.
Table 3. Transition activity reductions for various encoding techniques on

multiplexed address bus 
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22%It can be noticed that MTF based encodings give betterreductions than TR based encodings. Also, Delta basedencodings give marginally better reductions than the INC-XOR ones. In all the cases in which the encodings havebeen applied, the Delta+MTF combination gave the bestresults. The best reduction obtained with these encodingswas 59% on the gzip program. But if delay overhead is amajor concern, then INC-XOR+MTF could be used whichgives reductions marginally less than that of Delta+MTF.Table 4 shows the comparison of these reductions with theexisting techniques: Gray, INC-XOR and Bus-Invert coding.Among the existing techniques Gray coding gives the bestreductions. The reduction for INC-XOR is mainly due to theinstruction addresses in the multiplexed address bus whichare sequential. On average, Delta+MTF gives a reductionof 51% which is more than twice that of the best existingtechnique(Gray, 23%).Each encoding scheme incurs some area and delay over-head. Table 5 compares the area(number of library cells)

and the delay(ns) of encoders and decoders that are basedon MTF and TR techniques with those based on other tech-niques. The designs were synthesized using Synopsys DesignCompiler on a 0.6�m LSI 10K library and the synthesis wasdone for a 32-bit address bus. For MTF and TR the synthe-sis was done for w=4, and for Bus-Inv, synthesis was donefor w=8 (i.e., the same parameters used in the previous ex-periments).Table 5. Area and Critical Path Delay overheads forSelf-organizing Lists based Encoder and DecoderArea(lib. cells) Delay (ns)Enc Dec Enc DecMTF+TS 2582 2485 4.6 4.2TR+TS 2436 2345 4.6 4.2Bus-Inv 210* 40* 4.7 1.9Gray 72 406 3.2 12.3Inc-Xor 496 518 4.2 4.2The asterisk for Bus-Inv indicates that the area overheaddue to extra bit lines was not considered in its area evalu-ation. As can be noted, the delay overhead in the criticalpath for MTF/TR is comparable to that for the existingtechniques. But the area overhead of these techniques isconsiderably more than that of other techniques. Consider-ing the fact that the reduction in transition activity obtainedwith this technique is consistently more than twice the ex-isting techniques, we think this extra overhead in area isacceptable. If the area overhead is a concern, it can reducedsubstantially by applying this technique on fewer numberof bits (say w=3). Another overhead that needs analysis isthe power dissipation due to encoder and decoder. For TR,because of the structure of implementation, for any giveninput, there can be a change in encoding for at most 2 sym-bols out of 16 symbols. So, approximately, only 1/8th ofthe gates could be active in any cycle for any input. Simi-larly for MTF, on average 1/2 of the gates would be active.Assuming a transition activity of 0.5, the possible numberof transitions are approximately 600 for MTF and 150 forTR. Note that the I/O capacitance is at least 3 orders ofmagnitude more than that of the internal capacitance[9].Hence the overhead due to internal power dissipation is stillconsiderably less than the reduction obtained.The delay induced in the critical path due to the encod-ing/decoding and the area overhead for the Delta-TS andINC-XOR techniques are shown in Table 6 for a 4-bit ad-dress bus. The delay overhead of Delta-TS is higher thanthat of INC-XOR technique because of the 4-bit subtrac-tor needed for calculating the di�erence between the cur-rent address and the previous address. But the reductionin transition activity by using the Delta-TS technique ismarginally more than that obtained by using INC-XORtechnique. Also, it can be noted that the area overheadof these modules is minimal.Table 6. Area and Critical Path Delay overheads forDelta-TS and INC-XOR Encoding/DecodingDelta-TS INC-XOREncoder Decoder Encoder Decoder# of Cells 60 51 30 30CP Del(ns) 2.97 2.58 0.96 0.96



6. CONCLUSIONS AND FUTURE WORKIn this paper, we presented self-organizing list based en-coding techniques (MTF and TR) for data address buses.For multiplexed address buses, we employ a combination ofencoding techniques: while the Delta and INC-XOR are ap-plied on the least signi�cant bits, the self-organizing listsbased encoding are applied on the more signi�cant bits ofthe multiplexed address bus. This enables the exploitationof both the sequential nature of the instruction addressesas well as the locality of addresses in the multiplexed ad-dress buses. The proposed techniques consistently outper-form the existing techniques in both data address bus andmultiplexed address bus without adding the overhead of re-dundancy in space or time. Results show that TR with TSapplied to various data address streams gives up to 54% re-duction in transition activity. On a multiplexed address bus,Delta+MTF yields a reduction of up to 59%. Future workwill involve the applicability of the proposed techniques todata buses.
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