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We propose a new framework of combining Deep Convolutional Neural Networks o miade
ring

(DCNNSs) and graphical models for 2D hand pose estimation from a monocular RGB image. pinky finger

finger

The proposed Adaptive Graphical Model Network (AGMN) contains two branches of
DCNNs and a probabilistic graphical model. The wunary branch outputs preliminary
confidence maps of positions of the keypoints, while the pairwise branch generates the
pairwise potential functions between neighboring keypoints. The final confidence maps are
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then inferred via sum-product algorithm on a tree-structured graphical model. Fig. 3 Tree structured
The key novelty lies in that the pairwise potential functions (or the parameters of the hand model.
graphical model) are fully adaptiVC to and Conditioned on the indiVidual input image. Message passing: from leaves to root
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Fig. 1 Overview of the Adaptive Graphical Model Network (AGMN), with three loss functions indicated.

——— Pairwise Branch DCNN, ©,,

final confidence maps

Unary Branch Module of
J J Graphical Model
VGG19- Tree-structured
cPm cPM cPm cPM cPm ¢
| based ?ggvsfza :ZV:;X‘B SubStage SubStage SubStage | [+ | SubStage SubStage RelU+ ||, Graphical
Feature 512|512, 149,21 149, 21 149,21 149,21 Normalization Model
Extractor )
. Sum-product Final
Image Aigorithm  —r—*Confidence|

Maps
VGG19-
CPM CPM CPM CPM
based ?onv;xzs onv3x3 o & R rews |||
Ei::::sy 189, 40 189, 40 40 189, 40 Normalization
Pairwise Branch

Subblock| | 3| |subblock| | 3 | |subblock| | 3 bblock| | 3 | |subblock| | 2 | |Convixi| | 3 | |Convixi Subblock | |_
inct28| | @ ||128128|| @ ||[128128|| @ 28| & 128 | & 2 | |1280uc in_c,outc| |~

Fig. 2 Detailed structure of the Adaptive Graphical Model Network (AGMN).

Training Procedure and Results

Performance on test set from CMU Panoptic Han

Fig. 4 Message
passing strategy.

3-stage training: 10
1) Train unary branch with loss L1 0
2) Keep unary branch frozen, train pairwise branch with loss L2 CPM
§ . . 0.8 j
3) Fine tune the whole network jointly with loss baseline
L=13+01%L2+01*L1 07
Soe
Normalized 001 002 003 004 005 006 007 008 090 0.0
threshold of PCK 05
CPM Bascline (%) | 2288 58.10 7348 8045 84.27 8688 8891 9042 9161 9261 _ Our
AGMN Sep. Trained | 2152 5673 73.75 8206 8639 89.10 9100 9235 93.63 9450 04 77 AGMN with ground truth relative positions
St > . 3 i o ol e —— AGMN, jointly fine tuned model
AGMN Fine Tuned | 23.90 6026 7621 8370 8772 9027 91.97 9323 9430 9520 03 AGMN, separately trained
Improvement 102 216 273 325 345 339 3.06 281 269 259 02 —- CPM baseline
Table 1. Numerical results on CMU Hand Dataset 002 004 006 008 010 012 014 016 Fig. 4 Qualitative results.
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