
Decomposition Bounds for 
Influence Diagrams

Junkyu Lee

Final Defense

Committee:

Rina Dechter

Padhraic Smyth

Sameer Singh

Collaborators: 

Rina Dechter

Radu Marinescu

Alexander Ihler



Outline

Contributions

Backgrounds

• Basic Concepts

• Variational Upper Bounds in GMs

• Earlier Bounding Methods for IDs

Direct Decomposition Bounds for IDs: Algorithms

• Using Valuation Algebra for IDs

• Using Exponentiated Utility Functions

Direct Decomposition Bounds for IDs: Evaluation

• Synthetic Domains

• SysAdmin MDP/POMDP Domains

2



Contributions

• AND/OR Search for Marginal MAP

• Empirical Study on MMAP Search Algorithms
3

JGD-ID
(GDD)

Use Valuation Algebra

Use Exponentiated Utility 
Functions

Propagate Message 
over Join-Graph

Propagate Message 
over Mini-bucket Tree

JGD-EXP
(GDD)

WMBE-ID
(WMB/GDD)

WMBMM-EXP
(WMBMM)

Bounding 

Methods

Decomposition 

Methods

• Decomposition Bounds for Influence Diagrams



Background

4



Outline

Background

• Basic Concepts

• Influence Diagrams

• Graphical Models

• Probabilistic Reasoning Problem

• Variational Upper Bounds in GMs

• Mini-bucket based methods

• Dual Decomposition based methods

• Earlier Bounding Methods for IDs

• Reduction to MMAP

5



Influence Diagrams (IDs)
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[Howard, Matheson, 1984]
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Graphical Models
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Graphical model
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Probabilistic Reasoning Problems

Exact Algorithm: Bucket Elimination, Complexity  
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Variational Upper Bounds in GM
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Max-Inference

[Komodakis, Paragios, Tziritas, Dual Decomposition, 2007

[Sontag, Meltzer, Globerson, Jakkola, Weiss, LP relaxation for MAP, 2008]

[Ihler, Flerova, Dechter, Otten, Join-Graph LP, MBE-Moment Matching 2012]

Sum-Inference

[Wainwright, Jakkola, Wilsky, Tree-Reweighted BP, 2003]

[Liu and Ihler, Weighted Mini-bucket, 2011]

Mixed-Inference

[Liu and Ihler, Mixed-product BP, 2013]

[Marinescu, Ihler, Dechter, WMB for MMAP, WMB-Moment Matching, 2014]
[Ping, Liu and Ihler, Generalized Dual Decomposition for MMAP, 2015]
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Weighted Mini-bucket Elimination and Powered-Summation
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[Liu & Ihler 2011]

E:

C:

D:

B:

A:

mini-buckets

U = upper bound

Mini-bucket relaxation via 

Holder’s inequality:

Define Elimination Operator using 

Powered-Summation

Weighted Mini-bucket

• Generalize Mini-bucket with “weights”
• Tighter bounds for sum-inference

• Powered-sum unifies max and sum operation



Dual Decomposition for Max-Inference

Bound solution using decomposed optimization

Solve independently: optimistic bound

Tighten the bound by re-parameterization

Enforces equality constraints using Lagrange multipliers

Reparameterization:

Add factors that “adjust”  each 

local term, but cancel out in total
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[Komodakis et. al. 2007]



Generalized Dual Decomposition for MMAP
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[Ping, Liu,  Ihler 2015]

Generalizes “Dual decomposition” to the summation and maximization by 

the powered-summation

Tighten the upper bound by optimizing 

the weights and reparameterization



Translate IDs to BNs and Apply MMAP Inference
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[Maua, Equivalence between MMAP and MEU, 2016]Polynomial Reductions

Practically, reduction schemes make inference task intractable!

Auxiliary variables and functions
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Direct Decomposition Bounds 
for Influence Diagrams: 

Algorithms
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Valuation Algebra for IDs
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How to handle additive utility functions?



Valuation Algebra for IDs
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Maximum Expected Utility (MEU) Task

Jensen’s Potential:

Combination:

Comparison:

[Jensen 1994]

The valuation algebra with Jensen’s potential allows extending existing 

graphical model algorithms by extending “factors” to “potentials”

Marginalization:



Bucket/Mini-Bucket Elimination for IDs with VA
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Join-graph Decomposition for IDs with VA
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Join graph decomposition

Graph of Clusters and Separators

Running intersection property
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Motivations for Developing JGD-ID

Reduction to MMAP task with “auxiliary variables” and “relations” inflates 
the problem, making hard problems even harder
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Reuse core components in variational decomposition bounds, such as 
decomposition methods and techniques of developing parameterized 
bounds

Don’t translate to Bayesian networks. 

Extend valuation algebra to develop decomposition bounds for IDs



Extending Powered Sum to Valuation Algebra
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Component-wise elimination

Modified powered-sum for IDs, when computing Expected Utility

Shift utility by a constant and subtract it back

Truncate negative utility values

This makes negative utility to positive!
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Given an ID                            , MEU can be bounded by

Decomposition Bounds for IDs with VA

Combine fully marginalized 

local potentials
Marginalize the global 

potential



Parameterizing Decomposition Bounds for IDs over Join-Graph 

29

Generalized Dual Decomposition 

for MMAP
Generalized Dual Decomposition 

for MEU in IDs



Parameterizing Decomposition Bounds for IDs over Join-Graph 
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Optimization parameters

Constraints



Algorithm JGD-ID
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Time and Space Complexity is exponential in i-bound
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Motivations

JGD-ID doesn’t perform well on high i-bound:

• optimization parameter space is too big

• non-convex optimization problem
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JGD-ID is not efficient for generating heuristics for search

upper-bounds are not pre-compiled relative to search space

Variable Elimination + Optimization over Mini-bucket tree

Optimizing over a chain of Mini-buckets

Weighted mini-bucket messages are pre-compiled heuristic functions



Weighted Mini-Bucket Elimination for IDs
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Variable Elimination

Interleave variable elimination and Optimization

Optimization



Parameterizing Decomposition Bounds for IDs over Mini-bucket Tree

The RHS cannot be an objective function for optimization!



Objective Function for WMBE-ID
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Eliminate all the layers below 

Use Decomposition Bounds for IDs

Re-use pre-computed Bounds Per Cluster



Parameterizing Decomposition Bounds for IDs over Mini-bucket Tree
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Optimization parameters

Constraints Probability is non-negative

Utility is non-negative



Algorithm WMBE-ID
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Motivation

Non-convex formulation of JGD-ID and WMBE-ID has scalability issue
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Find an alternative formulation that gives convex formulation

The formulation is “too” complicated



Exponentiating Utility Functions

Stochastic optimal control
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Path integral control [Kappen 2012]

LHS: Expectation of value function

Duality in control [Theodorous, Divijotham, Todorov, 2013]

RHH: Log partition function form of exponentiated value function

Equality holds in limit as 



Bounding Scheme using Exponentiated Utility Functions
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Jensen’s Inequality applied to exponential function

Bound MEU by log-partition function of MMAP (mixed inference) task 
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JGD-EXP
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Bound MEU by MMAP Task Use GDD Bounds for MMAP



WMBMM-EXP
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Bound MEU by MMAP Task Use WMBMM Bounds for MMAP



Direct Decomposition Bounds for 
Influence Diagrams:

Empirical Evaluations
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Direct Decomposition Bounds for IDs: Evaluation
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Evaluated Algorithms
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Hyper Parameters for Controlling Iterations

List of Algorithms



Benchmark Domains
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Finite Horizon MDP

Finite Horizon POMDP

Random Influence Diagrams

IDs converted from BN



Average Quality of Upper bounds
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Comparing Upper Bounds
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Comparing Upper Bounds
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SysAdmin MDP/POMDP Domains
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[Guestrin, et. al 2003]

Evaluation

UB: WMBMM-EXP (i=20)

LB:  Online planner to obtain lower bounds



SysAdmin MDP 
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SysAdmin POMDP 

58

1000



Summary of Performance
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Conclusion
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Decomposition Bounds for Influence Diagrams

• Extending Valuation Algebra

• Using Exponentiated Utility Functions

• AND/OR Search for Marginal MAP

• Evaluated Various AND/OR Search Strategies
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Future Work

Inference Algorithm for the MEU Task

• Advancing approx. inference by optimization

Search Algorithms for the MEU Task

• Heuristic AND/OR Search with Proposed 
Upper Bounds
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