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AN IT INFRASTRUCTURE FOR RESPONDING TO THE UNEXPECTED
Executive Summary

The University of California, Irvine (UCI) and the University of California, San Diego (UCSD) received NSF Institutional Infrastructure Award 0403433 under NSF Program 2885 CISE Research Infrastructure.  This project, known as Responsphere, began as a five year continuing grant in 2004.  In 2009, the Responsphere project was granted a one year, no-cost extension.  The following report is the Final Report for the Responsphere project.


For each year of the project, the NSF funds were evenly split between the UCSD and UCI campus.  There are no remaining funds at either campus and the accounts contain a zero dollar balance.  However, we continue to maintain the Responsphere infrastructure, testbeds, equipment, sensorized space, as well as continue to conduct emergency response drills and exercises in support of other emergency response research and the Center for Emergency Response Technology (CERT) at UCI and the California Institute of Telecommunications and Information Technology (CalIT2) at UCSD.

CERT (a UCI school-based Center) became the home and responsible entity for the UCI Responsphere equipment and infrastructure (see UCI Equipment Table below).  For the foreseeable future, the CERT personnel will continue to maintain and improve the Responsphere as the testbed continues to support the Center.  CERT will continue to plan and execute emergency response exercises within Responsphere as well as cultivating partnerships with First Responders and other technologists.


CalIT2 at UCSD also continues to maintain and utilize the Responsphere equipment and infrastructure (See UCSD Equipment Table below).  The Circuits Lab at Calit2 is actively improving such Responsphere artifacts (see below) as Gizmo and the CalMesh networking equipment.  The Circuits Lab is an interdisciplinary research effort committed to deploying cutting edge technology for real-world use.


Collaborations with industry, government, and other academic organizations continue to be a priority for the Responsphere researchers at both UCSD and UCI.  We are working with several companies including Deltin Corporation, Raytheon, Aligent, Ericsson, and ImageCat Incorporated to design emergency response technologies.  

Technology testing exercises and emergency response drills are another priority of the Responsphere team.  We utilize the Responsphere Infrastructure and equipment to test our research ideas and technology in a real-world testbed.  In this final year, we have hosted several technology testing exercises as well as other response-related events (e.g., workshops, meetings), and supported other emergency response research such as the NIH-funded WIISARD project and the DHS-funded SAFire and UICDS projects.
Spending Plan
Consistent with our previous NSF reports, we are including a section on Responsphere Spending Plans.  As the account balances are at zero dollars, we include this section only as a reporting requirement.

Infrastructure

Responsphere is the hardware and software infrastructure for the Responding to Crisis and Unexpected Events (ResCUE) NSF-funded project.  As previously indicated, the responsibilities to maintain and improve Responsphere will fall to the respective schools (i.e., UCI and UCSD). Responsphere consists of an instrumented space with a number of sensing modalities (e.g., RFID, acoustic, optical, accelerometers, GPS, temperature, light, humidity, geo-location).  In addition to these sensing technologies, the researchers have instrumented this space with pervasive IEEE 802.11a/b/g Wi-Fi and IEEE 802.3 to selected sensors.  They have termed this instrumented space the “UCI Smart-Space.”  

[image: image1]
UCI Smart-Space

The sensing modalities within the Smart-Space include audio, video, powerline networking, motion detectors, RFID (fixed and mobile units from Alien, Printronix), and people counting (ingress and egress) technologies (Walker Wireless).  The video technology consists of a number of fixed Linksys WVC54G cameras (streaming audio as well as video), mobile Linksys WVC 200 tilt/pan/zoom cameras, D-Link DCS-6620G cameras, and several Canon VB-C50 tilt/pan/zoom cameras.  These sensors communicate with an 8-processor (3Ghz) IBM e445 server as well as an 8-processor (4 dual-cores) AMD Opteron MP 875 server.  Further processing is performed on a 22-node Beowulf cluster consisting of IBM e330 machines. Data from the sensors is stored on an attached IBM EXP 400 with a 4TB RAID5EE storage array.   This data is utilized to provide emergency response plan calibration, perform information technology research, as well as feeding into our Evacuation and Drill Simulator (DrillSim).  The data is also provided to other disaster response researchers through a Responsphere Affiliates program and web portal.  Back-ups of the data are conducted over the network to Buffalo Terrastation units as well as a third generation stored off-site.

UCSD Infrastructure

UCSD developed a fixed infrastructure at the UCSD campus and at the downtown Gaslamp Quarter (GLQ) in addition to a mobile infrastructure that is used for drill activities as well as joint research activities in conjunction with UCI’s Smart Space.  The fixed infrastructure is outfitted with optical and acoustic sensors as well as networked with a UCSD-created wireless backhaul

In addition to these fixed infrastructures, a wireless mesh gateway with multiple relay nodes and wireless clients (CalMesh) has been built at UCSD.  UCSD is where Responsphere’s mesh networking research is being conducted (see Networking section of this Final Report).  UCSD also created a mobile networking and first responder vehicle to provide a mobile technology testing testbed. 

Researchers from the UCSD Responsphere also created Gizmo.  Gizmo is a family of wireless mobile platforms designed to transport cameras, other sensors, and wireless access points to and around disaster sites in order to get communications going again in an emergency.  Gizmo is being further developed at UCSD by the researchers in the Circuits lab.
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Outreach 

In fulfillment of the outreach mission of the Responsphere project, one of the goals of the researchers at the project is to open this infrastructure to the first responder community, the larger academic community including K-12, and the solutions provider community.  The researchers’ desire is to provide an infrastructure that can test emergency response technology and provide metrics such as evacuation time, casualty information, and behavioral models.  These metrics provided by this test-bed can be utilized to provide a quantitative assessment of information technology effectiveness.  Printronix, IBM, Broadcom, ImageCat, Deltin, and Ether2 are examples of companies that have donated equipment in exchange for testing within the Responsphere testbed.

One of the ways that the Responsphere project has opened the infrastructure to the disaster response community is through the creation of a Web portal.  On the www.responsphere.org website there is a portal for the community.  This portal provides access to data sets, computational resources and storage resources for disaster response researchers, contingent upon their complying with our IRB-approved access protocols.  IRB has approved our protocol under Expedited Review (minimal risk) and assigned our research the number HS# 2005-4395. 

At both UCI and UCSD, we have been active in outreach efforts with the academic community, industrial community, government organizations, as well as the First Responder community.  We have forged many technology alliances with these groups.  Additionally, over the course of the six years of Responsphere, we have conducted many technology testing exercises, drills, evacuations, and other events.  These exercises provided valuable feedback from the end user community, as well as metrics to assess the efficacy of our technology research.

Responsphere Management


The Responsphere project leverages the existing management staff of the affiliated RESCUE project which is a NSF funded Large ITR. In addition, Responsphere, given the scale of the technology acquisition and deployment has hired technologists who are responsible for purchase, deployment, and management of the infrastructure. The management staff at UCI consists of a Technology Manager (Chris Davison).  At UCSD, the management staff consists of a Project Manager (Alex Hubenko) and Project Support Personnel (Vanessa Pool and Maureen Curran).  The management staff and technologists associated with Responsphere possess the necessary technical and managerial skills for both creation of the infrastructure and collaboration with the industry partners. The skill set of the team includes: Network Management, Technology Management, VLSI design, and cellular communications.  This skill set is crucial to the design, specification, purchasing, deployment, and management of the Responsphere infrastructure.


Part of the executive-level decision making involved with accessing the open infrastructure of Responsphere (discussed in the Infrastructure portion of this report) is the specification of access protocols.  Responsphere management has decided on a 3-tiered approach to accessing the services provided to the first responder community as well as the disaster response and recovery researchers.  


Tier 1 access to Responsphere involves a read-only access to the data sets as well as limited access to the drills, software and hardware components.  To request Tier 1 access, the protocol is to submit the request, via www.responsphere.org, and await approval from the Responsphere staff as well as the IRB in the case of federally funded research.  Typically, this access is for industry affiliates and government partners under the supervision of Responsphere management.

Tier 2 access to Responsphere is reserved for staff and researchers specifically assigned to the ResCUE and Responsphere grant.  This access, covered by the affiliated Institution’s IRB, is more general in that hardware, software, as well as storage capacity can be utilized for research.  This level of access typically will have read/write access to the data sets, participation or instantiation of drills, and configuration rights to most equipment.  The protocol to obtain Tier 2 access begins with a written request on behalf of the requestor.  Next, approval must be granted by the Responsphere team and, if applicable, by the responsible IRB.  

Tier 3 access to Responsphere is reserved for Responsphere technical management and support.  This is typically “root” or “administrator” access on the hardware.  Drill designers could have Tier 3 access in some cases.  The Tier 3 access protocol requires that all Tier 3 personnel be UCI or UCSD employees and cleared through the local IRB.
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	Institution
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	 UCI
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	Graduate Student
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	Graduate Student
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	Chair and Distinguished Professor of Civil and Environmental Engineering
	 UCI 

	Michal Shmueli-Scheuer
	 Graduate Student
	 UCI 

	Padhraic Smyth
	Professor of Information and Computer Science
	 UCI 

	Jeanette Sutton
	Natural Hazards Research and Applications Information Center
	University of Colorado at Boulder 

	Nalini Venkatasubramanian
	Associate Professor of Information and Computer Science
	UCI

	Kathleen Tierney
	 Professor of Sociology
	University of Colorado at Boulder 

	Jonathan Cristoforetti
	 Graduate Student
	 UCI 

	Charles K. Huyck
	METASIM Project Leader
	ImageCat

	Sungbin Cho
	Researcher
	ImageCat

	Shubharoop Ghosh
	Researcher
	ImageCat

	Paul Amyx
	Researcher
	ImageCat

	Zhenghui Hu
	Researcher
	ImageCat

	Sean Araki
	Researcher
	ImageCat

	Chris Davison
	Technology Manager
	UCI

	Xingbo Yu
	 Graduate Student
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University of California San Diego (UCSD)


	Name
	Role(s)
	Institution

	Ramesh Rao
	PI; Professor, ECE; Director, Calit2 UCSD Division
	Calit2, UCSD

	John Miller
	Senior Development Engineer
	Calit2, UCSD

	Ganapathy Chockalingam
	Principal Development Engineer
	Calit2, UCSD

	Babak Jafarian
	Senior Development Engineer
	Calit2, UCSD

	John Zhu
	Senior Development Engineer
	Calit2, UCSD

	BS Manoj
	Post-doctoral Researcher
	Calit2, UCSD

	Sangho Park
	Post-doctoral Researcher
	Calit2, UCSD

	Stephen Pasco
	Senior Development Engineer
	Calit2, UCSD

	Helena Bristow
	Project Support
	Calit2, UCSD

	Maureen Curran
	Project Support
	Calit2, UCSD

	Vanessa Pool
	Project Support
	Calit2, UCSD

	Alexandra Hubenko 
	Project Manager
	Calit2, UCSD

	Raheleh Dilmaghani
	Graduate Student
	ECE, UCSD

	Shankar Shivappa
	Graduate Student
	ECE, UCSD

	Wenyi Zhang
	Graduate Student
	ECE, UCSD

	Vincent Rabaud
	Graduate Student
	CSE, UCSD

	Salih Ergut
	Graduate Student
	ECE, UCSD

	Javier Rodriguez Molina
	Hardware development engineer
	Calit2, UCSD

	Stephan Steinbach
	Development Engineer
	Calit2, UCSD

	Rajesh Hegde
	Postdoctoral Researcher
	Calit2, UCSD

	Rajesh Mishra
	Senior Development Engineer
	Calit2, UCSD

	Brian Braunstein
	Software Development Engineer
	Calit2, UCSD

	Mustafa Arisoylu
	Graduate student
	ECE, UCSD

	Tom DeFanti
	Senior Research Scientist
	Calit2, UCSD

	Greg Dawe,
	Principal Development Engineer
	Calit2, UCSD

	Greg Hidley
	Chief Infrastructure Officer
	Calit2, UCSD
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	Principal Development Engineer
	Calit2, UCSD

	Don Kimball
	Principal Development Engineer
	Calit2, UCSD

	Leslie Lenert


	Associate Director for Medical Informatics, Calit2 UCSD Division; Professor of Medicine, UCSD; PI, WIISARD project
	Calit2, UCSD

	Troy Trimble
	Graduate Student
	ECE, UCSD

	Cuong Vu
	Senior Research Associate
	Calit2, UCSD

	Boz Kamyabi
	Senior Development Engineer
	Calit2, UCSD

	Jurgen Schulze
	Postdoctoral Researcher
	Calit2, UCSD

	Qian Liu
	Systems Integrator
	Calit2, UCSD

	Joe Keefe
	Network Technician
	Calit2, UCSD

	Brian Dunne
	Network Technician
	Calit2, UCSD

	Per Johansson
	Senior Development Engineer
	Calit2, UCSD

	Wing Lun Fung
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	ECE, UCSD
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	Calit2, UCSD
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	Graduate Student
	ECE, UCSD
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	Calit2, UCSD

	Wenhua Zhao
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	Calit2, UCSD
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	Mechanical engineer
	Calit2, UCSD

	Ian Kaufman
	Research Systems Administrator
	Calit2, UCSD

	Kristi Tsukida
	Undergraduate student
	ECE, UCSD

	Eldridge Alcantara
	Graduate Student
	ECE, UCSD

	Mason Katz
	Senior Software Developer
	SDSC, UCSD

	Greg Bruno
	Senior Software Developer
	SDSC, UCSD

	Vanessa Pool
	Project Support
	Calit2, UCSD

	Xavier Monraz
	Undergraduate Student
	UCSD

	Jeffrey Cuenco
	Software Development Engineer
	Calit2, UCSD

	Barry Demchak
	Graduate Student 
	CSE, UCSD

	Ingolf Krueger
	Professor
	CSE/Calit2, UCSD

	Rajesh Hegde
	Postdoctoral Researcher
	Calit2, UCSD

	Bheemarjuna Reddy Tamma
	Postdoctoral Researcher
	Calit2, UCSD

	Paul Baumgart
	Undergraduate Student researcher
	Calit2, UCSD

	Salih Ergut
	Graduate Student
	ECE, Calit2

	Jim Madden
	Administrative Computing and Communications (Infrastructure installation)
	UCSD

	Patrick Nehls
	Administrative Computing and Communications (Infrastructure installation)
	UCSD

	Nicola Blado
	Visiting Researcher
	Calit2, UCSD

	Jeremy Rode
	Graduate Student
	ECE, UCSD

	Paul Draxler
	Volunteer
	QUALCOMM, Inc

	Myoungbo Kwak
	Graduate Student
	ECE, UCSD

	Jin-Seong Jung
	Graduate Student
	ECE, UCSD

	Myoungbo Kwak
	Graduate Student
	ECE, UCSD

	Aaron Jow
	Graduate Student
	ECE, UCSD

	Manish Made
	Graduate Student
	ECE, UCSD

	Calogero Presti
	Graduate Student
	ECE, UCSD

	Paul Theilman
	Graduate Student
	ECE, UCSD

	Toshifumi  Nakatani
	Graduate Student
	ECE, UCSD

	Johana Yan
	Graduate Student
	ECE, UCSD

	Falko Kuester
	Professor, Structural Engineering, CSE; Calit2 Professor for Visualization
	SE, CSE, Calit2, UCSD

	Vid Petrovic
	Graduate Student
	CSE, UCSD

	Kevin Ponto
	Graduate Student
	CSE, UCSD

	Jason Kimball
	Graduate Student
	CSE, UCSD

	Mike Olsen
	Graduate Student
	SE, UCSD


Responsphere Research Thrusts

The Responsphere Project provides the IT infrastructure for the Rescue project as well as the UCI School-Based Center for Emergency Response Technologies (CERT).  At UCSD, the Circuits Lab will continue to perform technology-related research utilizing Responsphere equipment. The Responsphere project is divided into the following four research projects:  Stream Acquisition and Transformation Middleware (SATWare), Disaster Portal, Robust Networking and Information Collection, and MetaSim.  The following research (by project area) was facilitated by the Responsphere Infrastructure, or utilized the Responsphere equipment:
Stream Acquisition and Transformation Middleware (SATWare)

SATware is a multimodal sensor data stream querying, analysis, and transformation middleware that aims at realizing a sentient system. SATware provides applications with a semantically richer level of abstraction of the physical world compared to raw sensor streams, providing a flexible and powerful application development environment. It supports mechanisms for application builders to specify events of interest to the application, mechanisms to map such events to basic media events detectable directly over sensor streams, a powerful language to compose event streams, and a run-time for detection and transformation of events. SATware is being developed in the context of the Responsphere infrastructure at the UC Irvine campus. 


In contrast with classic pervasive middleware, SATware provides application developers a semantic view of the pervasive space. This semantic layer is at the same abstraction level at which users reason. This way, application developers need to worry about the semantics of an application, and not about the details of where sensors are and how data has to be collected from them. SATware provides users with a semantic layer that abstracts sensor data streams with raw sensed data into entity based streams. The user only needs to worry about entities (for example, person X, or room Y) and events regarding those entities (for example, person X is in room Y or room Y is empty).

Activities and Findings

Advances in sensing, communications, computing and sensing technologies has made it possible to build large-scale physical spaces with diverse embedded sensors, ubiquitous connectivity, and computing resources that together enable the creation of sentient spaces. Sentient spaces provide a view of the processes that are taking place in a physical space in a manner that enables human users and software components to adapt to the current state of this processes. This enables a rich set of application domains including smart video surveillance, situational awareness for emergency response applications, social interactions in instrumented office environments etc. Building sentient spaces, carries a set of challenges including:

1.- Designing the right programming abstractions. In order to support development of wide range of applications in sentient spaces, we must provide the right programming abstractions that address separation of concerns, i.e. express high-level application goals, determine how events are detected and which sensors are used. 

2. - Incorporating techniques to support scalability. Sentient spaces are characterized by large numbers of heterogeneous multimodal sensors that generate voluminous data streams. Information utility decays with time; processing the relevant information quickly in the presence of computing and communication constraints is essential. 

3. - Enabling robust operation of pervasive applications in the presence of sensor perturbations. Given that sensors are deployed in unsupervised and exposed environments, physical perturbations (wind, motion, tampering) might occur - this can change the validity of the information being captured.

There exists a significant body of prior work in the area of pervasive systems and application development paradigms. Wireless sensor network frameworks exploit in-network processing capabilities, for example, by enabling programmers to upload code to the sensing nodes. Stream processing efforts such as TelegraphCQ, Stanford Streams, Aurora and Borealis address issues in creating and processing continuous query streams coming from the sensing infrastructure . Middleware approaches to pervasive system design have explored a service-oriented approach where applications are viewed as a composition of services.  In many cases, applications are left with the tedious task of translating the raw data coming from the sensors (e.g., GPS coordinates and temperature readings) to meaningful information (e.g., proximity to fire).

We propose a semantics-based approach to address the above-mentioned challenges of abstraction, scalability and robustness. In this approach, we aim to express sentient space applications at the semantic level, not the sensor level. Furthermore, we utilize application and environment context (i.e. semantics) to improve scalability and allow adaptation. Semantics can be used to guide a data collection process that is efficient (e.g. select only data sources which are likely to generate data of interest) or to enable robustness. A natural level at which to embed such semantics is the middleware layer that interfaces the applications with the underlying sensing infrastructure. In this section of the Final report, we describe the semantics based sentient space middleware entitled SATware.  SATware stands for Stream Acquisition and Transformation middleware that we are developing at the University of California at Irvine. Fig. 1 illustrates the separation between the semantic and the infrastructure levels in SATware. 
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Figure 1: The Semantic Level vs. The Infrastructure Level.tc "1 The Semantic Level vs. The Infrastructure Level." \f f
SATware: An Middleware Framework for Sentient Spaces

SATware is a distributed semantics-based middleware for sentient spaces. Our proposed framework is based on an architectural abstraction called virtual sensor that bridges the gap between the application-level concepts and the raw sensor data using “operators" that transform input sensor data streams (e.g. video sensor feed) to higher level semantic streams that capture application level concepts and entities (e.g. specific people in the room).

Figure 2 depicts the building blocks of the SATware middleware framework - which consists of four key modules: the Query Processor, Data Collection Module, Monitor and Scheduler. Applications pose continuous queries to the Query Processor module which in turn selects a set of virtual sensors to provide answers to the continuous queries and forwards this set of virtual sensors to a Data Collection module. The Data Collection module maps in turn, operators corresponding to these virtual sensors, for execution on physical nodes (machines)in the underlying pervasive computing infrastructure. The resultant streams may be further processed in additional modules prior to being forwarded back to the application. For example, the result streams may pass through a Privacy Module that adapts the query answers to ensure that the output data does not violate privacy constraints.
A monitoring module captures dynamic attributes of the underlying infrastructure (e.g event occurrences, resource availabilities); the monitored information is used to enhance the performance, robustness and scalability of the system. The Scheduler Module combines the events captured by the Monitoring Module with system semantics to direct data collection activities. For example, an increased level of occupancy in a certain region (as captured by motion detectors) can be used to trigger a specific video camera that can capture the activities in that region. Furthermore, based on resource constraints, the scheduler determines the specifics of the sensor data collection plan, e.g. the resolution and frame rate at which the video data must be captured. All modules consult a repository which contains (i) a snapshot of the current infrastructure state containing the location/state of sensors and processing units (ii) virtual sensor definitions and operator implementations available to programmers who can reuse existing virtual sensors or define new ones; and (iii) the semantics of the applications and sentient space. Next we describe the Query Processing, Scheduling and Monitoring modules of SATware and illustrate how they are designed to achieve the goals of abstraction, scalability and robustness in sentient spaces.
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Figure 2: System architecturetc "2 System architecture" \f f
A Programming Model for Pervasive Applications

From the point of view of applications, a sentient space is a physical space in which activities and objects are embedded. In this space, there are several types of objects: (1) spatial objects such as rooms, floors, and buildings, (2) people (i.e., human objects) such as Mary, Peter, and Alice, and (3) inanimate objects such as coffee pots, recycle bins, and refrigerators. Each of these objects have attributes such as name, occupancy level, location, salary, level of coffee, and so on. These attributes are either static or dynamic (i.e., they change as a function of time). For instance, name and salary are static whereas location is static for spatial objects but dynamic for people. We call observable attributes the subset of attributes that can be sensed by the sentient space. For example, a sentient space with video-based people counters and RFID readers can detect both the level of occupancy of a room as well as recognize the people in it.

We propose to extend the Entity-Relationship diagram (a de-facto standard for designing databases) to model the state of the sentient space. Specifically, we extend the Entity Relationship Diagram with new data and relationship types: observable attributes and observable relationships. We call the new diagram the Observable Entity Relationship Diagram (OERD) and refer to the resultant model as the Observable E-R (OER) Model.

Figure 3 depicts a Generic OERD for a sentient space; we denote observable attributes and observable relationships using dashed circles and dashed rhombuses. The Generic OERD can be extended for each application to add new roles that people take (e.g., students and professors), inanimate objects (e.g., backpacks), and spatial objects (e.g., meeting rooms and kitchens). This extension is achieved by adding new relationships as well as new entities that are a specialization of either the entity people, the entity inanimate object, or the entity spatial object.
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Figure 3: Generic OERDTC "3 Generic OERD" \f f
The OERD is translated to the relational model (i.e. tables) applying the same standard procedures that are used to translate an Entity Relationship Diagram to its relational model. Entities become tables with one column per attribute, N:M relationships become tables with one column for each entity pair taking part in the relation.

We use the OER model to design a language, SAT-QL for continuously querying the state of sentient spaces using an SQL-like language with streams extensions, i.e. continuous queries are posed on the relational model (derived from an OERD) following an SQL-like syntax. For example, “Select Peter’s location” is expressed as:  

 SELECT NAME, LOCATION FROM PEOPLE WHERE NAME=’PETER’; 

which we refer as Query (1) in the rest of the document. Expressing a query in SAT-QL is far more concise than using a lower-level programming implementation. For instance, expressing the query “Is the coffee burning? ” requires a few lines of SAT-QL code; a corresponding Java program would require more than a 100 lines of code.

Virtual Sensors: Bridging Application Needs to Raw Sensor Streams

Next we describe the mechanisms to translate queries expressed at the application level (e.g. in SAT-QL) to transformations on sensor streams. Sentient space applications written using SAT-QL deal with semantically meaningful, higher-level concepts and observations such as where people are and what they are doing. Raw sensor observations, however, do not always produce such domain-dependent observations but rather capture raw data representing attributes of interest such as temperature, motion in a room, and location of a cell phone. SATware bridges the gap between the applications’ interests and the raw sensor streams with the concept of virtual sensors.

Virtual sensors are a specific set of transformations that when applied to a set of input streams produce a semantically meaningful output stream that applications can reason with. Figure 4 depicts a virtual sensor used to locate building occupants based on applying a WiFi localization algorithm on a stream of access point signal strengths captured by each user’s WiFi Access Point sensor Nearby access points were detected using the WiFi interface of N800 Nokia cell phones.
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Figure 4: Localization virtual sensor based on access point (AP) sensors.TC "4 Localization virtual sensor based on access point (AP) sensors." \f f
We model streams in SATware as an infinite stream of tuples. Virtual sensors produce semantic streams. Given application needs (expressed as SAT-QL queries in our case), SATware instantiates a set of virtual sensors, the output of which (i.e., the semantic streams) is used to execute the applications’ SAT-QL queries. Virtual sensor semantic streams are manipulated using a stream based operator algebra. Sample operators include the σ operator that filters tuples based on a selection criteria and the  EQ X\s\up5(*) operator which outputs a relational stream with the observable attributes appropriately populated. Note that these operators create the illusion for the rest of the query tree above that all the data is coming from a traditional table–when instead it is coming from a table and a set of virtual sensor streams.

Query Processing in SATware

Applications specify their queries using SAT-QL. Query Processing is composed of the following steps: 

1.
The SAT-QL query is translated to a query plan (i.e., a graph with selections, joins, and other relational operators). 

2.
For each of the tables in the query plan that involves data from an observable attribute, the Query Processor deploys a set of virtual sensors (selected from SATware’s repository). 

3.
The virtual sensors’ implementation is selected dynamically, and is specified using Satware’s XML based language - SATLite. 

4.
The deployed virtual sensors then start to generate semantic streams which in turn contain the values of the observable attributes. 

5.
At this stage the application query is realized by a physical execution plan on sensors and operators. 

To illustrate how the query processing works from beginning to end, consider Figure 5 which shows the query plan for Query (1). In the figure, we denote a virtual sensor that is able to observe a specific ( EQ entity\s\do5(i), EQ attribute\s\do5(j)) pair by a triangle annotated with  EQ VS{entity\s\do5(i)\,attribute\s\do5(i)}. A localization virtual sensor is instantiated based on an available SATLite implementation. Notice how at the bottom of the tree, the data coming from the PEOPLE table and the virtual sensors is joined with the new  EQ X\s\up5(*) operator to create a stream containing a version of the table with all the observable attributes populated. In this example, the PEOPLE table has 1 observable attribute (Location) and 2 rows (one for Peter and one for Mary). 
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Figure 5: Query plan for Query (1)
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Products

Artifact: SATWare – A middleware for sentient spaces

Website: http://ics.uci.edu/~projects/SATware

Contributions

SATRecorder

The SATRecorder allows a user to browse through the UCI campus, covering both outdoor and indoor locations. The user can connect to any of the sensors within the Responsphere infrastructure and either display or record what these sensors are sensing. The user can also select to visualize events being detected by virtual sensors. In the last year the performance of 
SATRecorder has been improved significantly, where we focused particularly on optimizing the amount of recorded data by eliminating redundancy (e.g., not storing multiple copies of the same set of events which might have been requested by multiple users). Further efficient storage of multiple versions of the same stream of events is possible, such as the video stream with individuals masked out along with the raw stream. The figure below shows a screenshot of the user-interface for the SATRecorder application.
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SATControlCenter

The SATControlCenter provides a simple online GUI where application builders can visually describe their application as a graph of virtual sensors and operators. The SATControlCenter will allow us to perform research on the lowest layers of SATware as well as provide a testbed (for ourselves and even other collaborators) for testing operators. In addition, the SATControlCenter allows users to upload new operators to an operator repository and select in which SATRuntimes each operator/virtual sensor will execute. The SATControlCenter is deployed as a Java Applet and available online. The interface for this component is shown below.
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Policy Builder

PolicyBuilder is an application for editing a user's privacy policies as well as allowing users to issue context-aware queries into the system. The same interface (and XML language) is used for both privacy policies specification and issuing queries. Namely, PolicyBuilder allows users to log into the system and change who can see what attribute values of them, when, and under what context. Analogously, a user can also ask SATware for another entities' attribute values at some given time interval and context. Along with the PolicyBuilder application, we have designed a preliminary XML-based language to express context-aware policies and queries.
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Disaster Portal

The Disaster Portal (www.disasterportal.org) is an easily customizable web portal and set of component applications which can be used by first-responders to provide the public with real-time access to information related to disasters and emergency situations in their community. Current features include a situation overview with interactive maps, announcements and press notifications, emergency shelter status, and tools for family reunification and donation management. The Disaster Portal dramatically improves communication between first-responders/government agencies and the public, allowing for rapid dissemination of information to a wide audience.

Activities and Findings

Recent development on the Disaster Portal software has focused on documentation and packaging for additional deployments by other city or county governments. Support of the original pilot deployment for the City of Ontario, California has been transitioned to city IT resources, and a new deployment is being made by Champaign, IL.  The team is in discussions with the County of San Diego for a possible large scale deployment to that region. 

The Disaster Portal package is now open sourced through Google’s Project Hosting system.  This allows continued development of the source code as well as a stable and deployable release package for use by emergency managers.  

Products
Artifact: Disaster Portal – a modular, easily customized web portal and suite of component applications.

Websites: 

Google Project Hosting

http://code.google.com/p/disaster-portal/
Disaster Portal Project Website

www.disasterportal.org 
City of Ontario, California Disaster Portal

http://www.disasterportal.org/ontario
Demonstration / Pre-deployment Websites:

City of Rancho Cucamonga - http://www.disasterportal.org/cityofrc
City of Aliso Viejo - http://www.disasterportal.org/alisoviejo
City of Rancho Santa Margarita - http://www.disasterportal.org/ranchosantamargarita
City of Orange - http://www.disasterportal.org/orange

Contributions

Community Disaster Alerting - The alert system automatically creates customized notification messages for a set of recipients who may be affected by a disaster or emergency situation based on administrator defined rules. These messages can be delivered via a variety of modalities including email, text messaging, and the RAPID peer-to-peer system also developed by RESCUE. The system is utilized in the Disaster Portal for broadcasting messages such as press notifications and announcements. 

Family Reunification - The Disaster Portal family reunification module provides the ability to integrate crawling and/or searching of other missing person information sources on the web so that the user can effectively search many sites at once. This and related improvements will utilize results of ongoing research into issues such as crawling, information extraction, data uncertainty, data lineage, approximate query processing on text, and management of structured and unstructured data using the same infrastructure. 

P2P Web Server - Flashback is an experimental web server which creates and utilizes a peer-to-peer infrastructure to address the problem of flash crowds overloading a traditional web server. Flashback is being integrated into the Disaster Portal to allow it to be deployed on typical web server hardware yet still remain effective during high-demand periods as might be expected during a disaster. 

Traffic / Population Prediction - This project utilizes activity modeling in conjunction with live roadway loop sensor data from CalTrans to provide information on current traffic patterns as well as predictions of near future conditions.  Current efforts are being made to extend these models to track movements of populations in a given area. 

Additionally, other RESCUE research in areas such as text extraction, web information disambiguation, multi-dimensional document analysis, faceted web search, and scalable publish-subscribe techniques may be incorporated into future Disaster Portal releases.b technology (blogs, wikis, web servers) and browser toolbars for Firefox and Internet Explorer.
Robust Networking and Information Collection

The primary goal of the Robust Networking efforts is to develop an efficient, reliable, and scalable network infrastructure to aid and support emergency response activities. Efforts to expand upon, improve and advance our emerging technologies and systems continue at UCSD as part of the Calit2 effort as well as the Circuits lab.
Activities and Findings

The Extreme Networking System (ENS) is one of the research artifacts in Robust Networking and Information Collection project as part of RESCUE. ENS is a hybrid wireless mesh network developed using the CalMesh platform (http://calmesh.calit2.net). ENS has several features: (i) a hierarchical architecture for scalability, (ii) a multi-radio diversity solution to improve the network reliability, (iii) a radio-aware routing protocol to use information from the MAC layer in order to provide high performance network operation, and (iv) a graphical user interface to better visualize and manage network resources. The ENS system was verified through a series of large-scale real-world trials and theoretical simulations and found to be providing significant performance gain compared to the existing systems. The ENS also achieved throughput improvement by using the link diversity and fading awareness.

The architecture of ENS includes a three-level hierarchical network architecture. The first level is formed by the user’s or responder’s devices which, to accommodate the needs of first responders, should be quite heterogeneous. The second level is formed by a wireless mesh network platform which can provide high reliability and fault tolerance. The third level is formed by a variety of multiple long haul backbone networks, such as cellular and satellite networks. The gateway nodes act as the bridge between the wireless mesh platform to the backbone networks.  In addition to the three levels of networking modules, ENS bundles a set of application layer solutions for information collection, management and intelligent dissemination. A portable ENS node, a CalMesh node, is the major component of ENS. A CalMesh node can incorporate multiple technologies and interfaces to support the other two hierarchies in addition to performing its primary task as the wireless mesh network plane.  Each CalMesh node has the capability to provide additional information such as geo-location information which helps in generating situational awareness and contextual information. The ENS also provides localized, customized information management and maintenance resources such as localized web services at ground zero. ENS has the built-in capability of providing adaptive content processing and information dissemination to the first responders and the victim population. The current version of the ENS architecture has been used and tested in several trial experiments.

CalMesh: The CalMesh platform is a wireless mesh networking platform which provides a mobile, instant deployment mesh network. Every CalMesh node has been installed with a durable, portable, 12VDC (battery) or 120VAC (wall) powered nodes.  No existing infrastructure is needed to deploy a wireless mesh network using a CalMesh platform.  Each node is able to provide a wireless networking “bubble” to client devices that use IEEE 802.11 technology.  Each CalMesh node is also capable of merging its bubble with other nodes in order to increase the physical size of the network, enabling client devices to communicate over long distances by creating a “bubble of bubbles,” a multihop wireless network. The CalMesh is designed to be able to distribute existing Internet connectivity within the created bubble. In order to use the CalMesh network across a set of heterogeneous networks, the networking group also developed a VPN overlay network. This overlay network, used successfully during the Mardi Gras 2006 deployment which is described in the Gaslamp Quarter (GLQ) testbed section. 

The ENS research group made several interesting findings as a result of a number of Homeland Security drills conducted as part of RESCUE.  Some of these observations are already published in research papers. The important findings are briefly stated here. 

We developed a sophisticated fully-distributed addressing scheme for the ENS nodes. This research output resulted from our experiments with commercial wireless mesh client nodes such as Tropos Networks wireless mesh nodes in which the DHCP-based addressing scheme is centralized.  During crisis situations, a centralized DHCP server is vulnerable to the following issues: i) single point failures, ii) increased delay in obtaining an address, and iii) failure of address allocation at times of extremely high contention.  Contention refers to the channel access attempts by the wireless mesh nodes to transmit their packets.  When the load is high or the number of nodes is high, the contention increases. Our fully distributed DHCP based addressing scheme implements a DHCP server in every ENS node that is part of the ENS system. Such a solution improves the speed of obtaining an address in addition to providing high reliability in addressing. 

We also developed a dynamic address mobility management scheme for the ENS system. According to this scheme, when an ENS client node moves from the ENS access point to which it is registered to another access point, due to either mobility, failure of access points, and network partitions, the dynamic address mobility management scheme is executed.  Based on this approach, the new access point, upon successful completion of the association process for the mobile ENS client node, initiates a proactive ARP-REPLY packet which contains the new MAC address to IP address resolution information.  The ENS client nodes which were using the previous ARP-table entries could update its ARP table entries with new and updated information from new access point in a pro-active manner.  This scheme better supports highly mobile nodes in an ENS environment.  

Gateway redundancy is another significant contribution of ENS project where existing wireless mesh networking solutions utilize only one of the multiple gateways (the ENS node which has connectivity to the external wired network or the Internet).  We introduced the capability to utilize multiple heterogeneous gateway nodes simultaneously in the ENS.  Unlike the existing wireless mesh network technologies; these gateway nodes in ENS can utilize a variety of networks such as wired networks, wireless LANs, cellular networks, and satellite networks. Our approach to utilizing multiple gateway nodes also included a variety of novel approaches such as Always Best Connected (ABC) and Bandwidth Aggregation (BAG) in addition to load balancing. 

The ENS also provided a highly enhanced bridging metric where we defined every wireless link with a specific value derived from the signal strength.  This bridging metric is then used to build a spanning tree which provides a much better end-to-end throughput performance when compared to the traditional hop-length based bridging metric. We further improved the performance of our bridging metric by eliminating the rapid fluctuation of the bridging metric. 

We also studied the important parameters that influence the throughput capacity of a string topology of wireless mesh networks. We used the parameters such as number of collisions, mean periodicity of transmission attempts, and the average contention window.  The behavior of number of collisions followed a convex shaped pattern with maximum collision at the center of the string topology; whereas the mean periodicity of transmission attempts followed a concave pattern with minimum mean period at the center of the string.  In addition, the most important observation was made on the variation of the average contention window as a function of hop length. The average contention window has been found to be varying almost linearly with a negative slope with hop length. The slope of this variation is also found to be influencing the end-to-end throughput achieved.  For example, when we increased the slope of mean contention window with hop length when compared to the slope of the mean contention window variation with IEEE 802.11 DCF, we found a decrease in end-to-end throughput.  Learning from this, we inverted the slope of the variation of the mean contention window to make it almost a positive slope, we obtained throughput increase.  We also noted that the end-to-end throughput increased with the slope of the mean-contention window variation with hop length. 

Another result we obtained was in using IEEE 802.11 in Wide Area Networking environments. In long haul communications for remote and rural terrains, the use of 802.11 MAC protocol for widely varying link distances need a lot of manual interaction while setting up each link. We studied this problem, and proposed a number of solutions that help adapt MAC protocol parameters such as ACK/CTS time out in order to dynamically adapt to link distances. Out of the three proposed schemes, Link Round Trip Time memorization (LRM) approach was found to be the best. 

Many novel research advances were made for several components and peripherals of the ENS.  Notably, a new routing protocol for the CalMesh platform, called MACRT, was developed and successfully deployed. This outperforms the prior spanning tree protocol that is popular in the mesh networking community today.  MACRT is a layer 2 (MAC) ad hoc on-demand routing protocol and was inspired by the popular layer 3 AODV protocol.  But, as the name implies, it operates on layer 2 of the protocol stack, making the mesh nodes use MAC addresses to "route" within a mesh network. MACRT also incorporates several new functions, such as: (i) control message intercepting where it intercepts the 802.11 client management messages and uses these messages to help clients roam between Access Points (AP), (ii) the ETX (Expected Transmission Count) which is used as a link metric in the routing algorithm in order to achieve better throughput, (iii) a delay algorithm which introduces very short delays before "Route Requests" are forwarded, and (iv) a neighbor subsystem that maintains the connections to its adjacent nodes by using a bounded random walk model of the RSSI (Received Signal Strength Indication) values in order to filter out unstable neighbors.

Products

Products developed with partial or full support from Responsphere
CalMesh, Mesh Networking Platform: http://calmesh.calit2.net/
· MACRT, new routing protocol introduced and tested during the Winter/Spring 2008
· IEEE 802.11 Radio Aware MAC: Modified MAC protocol (based on 802.11) denoted ODMLS

· ARP-AODV: A Layer2 AODV based routing protocol for CalMesh

· O3, Object Oriented Operating system for sensor networks. 

· Implementation on Atmel RZ200 demonstration kit  (802.15.4 compatible 2.4 GHz Radio-Controller Board (RCB) with AT86RF230 radio and ATmega1281V microcontroller, http://www.atmel.com/dyn/products/tools_card.asp?tool_id=3946)
· NetViewer and STAV

· ICEMAN (Inter-layer Communication Enhanced Mobile Ad hoc Networks) architecture
Integrated system of CodeBlue (http://www.eecs.harvard.edu/~mdw/proj/codeblue/)  Zigbee sensor network and WIISARD Triage Information system. 
Pulse oximeter data from a CodeBlue Zigbee multihop sensor network is carried over the CalMesh system and integrated into the WIISARD patient database.

Efficient, low power design and development environment for ZigBee (IEEE 802.15.4) based multihop networks.

Multi-Mode Portable Wireless Mesh Network Nodes

Mesh Network Antenna Caddy

· Stackable Pan-tilt antenna controller: http://maeprojects.ucsd.edu/mae156/fw2006/group10 

· 35ft segmented antenna mast caddies (3): http://maeprojects.ucsd.edu/mae156/ws2006/A1/
Gizmo: http://Gizmo.calit2.net
CalMesh Condor WiFli Network Unmanned Air Vehicle (UAV)

Cellular-phone based location tracking system
·  Last five years, the Cellular Based location Tracking and Vehicle Telematics System is developed to support various activities within CalIt2 and UCSD.
Roomba

· Indoor Position Locator System: http://ece-classweb.ucsd.edu:16080/winter07/ece191/ 
· Mobile Operations Platform: http://ece-classweb.ucsd.edu:16080/spring07/ece191/ 
Wireless Communications Mobile Command and Control Vehicle

· Telematics system and new dual solar power system

Portable tiled-display wall for visualization in crisis response - NUTSO (Non-uniform Tiled System Optiportal)
Rich Feeds/ RESCUE ESB integration: http://rescue.calit2.net 

· ESB Mule virtual machine (VMWare) containing googleDemo (saint-server01.ucsd.edu)
· Documentation describing integration process for new feeds entering Rich Feeds system

· Documentation describing data feeds existing in current Rich Feeds system

· UI Elicitation Ideas Document and Process Document

· AppFuse with Mule and Spring Document

· Windows XP on VMWare Document

· googleDemo Changes Document and How googleDemo Works Document
· Databases and code: 

· RESCUE research feed database on rescue.calit2.net

· ESB and Javascript residing on rescue.calit2.net
CalNode platform for Cognitive Networking 
· CalNode, CalNode client; CalNode-Semi-Mobile (CalNode-SM)

· CogNet data repository. This database contains historical wireless traffic information gathered from the 802.11b/g as well as cellular 1xEVDO spectrum.http://cognet1.ucsd.edu  
Peer-to-peer information collection system:  http://traffic.calit2.net or (866)-500-0977
Multiple measurements and analysis datasets for various metrics from the UCSD Campus Drill in October, 2007 and MMST Operation Silver Bullet in January, 2008,  are available to outside researchers upon request. 

Videos: http://video.google.com/videoplay?docid=16840444517672655

Contributions

CalNode platform for Cognitive Networking
We developed the CalNode platform with partial support from Responsphere. CalNode is a cognitive access point which collects, models, and captures the spatio-temporal characteristics of the network traffic in order to optimize network service provisioning. A set of 12 CalNodes have been produced with partial support from Responsphere. These devices are used for building a large scale testbed for enabling research under RESCUE and CogNet, both NSF funded research projects. The traffic pattern obtained has been found to be dependent on the environment, day of a week, time of day, and location. The traffic pattern was different for other days. Therefore, the network optimization such as channel selection, protocol parameter optimization, and network topology reconfiguration can be done based on the traffic pattern. In conclusion, CalNode enables design and configuration of wireless networks by understanding the spatio-temporal characteristics and periodicity of network traffic. 

We developed a CalNode-client for enabling distributed experimentation with CalNode testbed. These devices are able to communicate with CalNodes operating in access point mode. About six CalNode-clients are developed for the research as part of CogNet and ITR-RESCUE research.  

In addition, we developed a CalNode-Semi-Mobile (CalNode-SM) version of CalNode which does not require wired backbone for data collection. Two prototype devices are created for experimentation with partial support from Responsphere and RESCUE. These devices will soon be deployed in several parts of UCSD campus for wireless network data collection. 

High Speed Data Capture 
The LIDAR (light detection and ranging) sensor- Leica ScanStation2 laser scanner and Panoscan panoramic camera for high speed data capture equipment - has been used to collect a variety of environmental and structural data to be input for network simulation models for multiple projects. In addition to its use with regard to the MMST drill (see previous discussion), some projects have been pioneering the use of these tools for cultural heritage applications (architecture and archaeology). Several major LIDAR acquisition runs have been conducted.  We have collected structural data of historical buildings (Palazzo Vecchio and Palazzo Medici in Florence, Italy) and of an archaeological site in the Anza-Borrego desert in southern California.
CalMesh Condor WiFli Network Unmanned Air Vehicle (UAV)
The project originated with the idea of expanding and improving our network deployment capabilities. As it is often the case, in emergency response environment, not every area is accessible nor is every terrain smooth. Therefore, deployment becomes quite complicated and time consuming. Gizmo helps in facilitating the deployment of the CalMesh network. Even though the new upgraded Gizmo truck can go through rough terrains, it will always be limited by possible obstacles. The WiFli Mesh Condor offers a faster and potentially dependable system.

WiFli CalMesh Condor Specifications:

· Flies around in lazy figure 8’s, crossing a GPS coordinate sent from the ground

· Low altitude, just above the treetops or parking lot light polls

· Forms a ad-hoc mesh network in the sky between our ground based nodes and other CalMesh Condors

· Forms the famous Calit2 WiFli Network

· Motor turns on and off is a powered sailplane mode of operation, saves battery energy

· Try to take advantage of thermal updrafts

· 100" Wing Span Electric flying wing –  modified Windrider Queen Bee Flying Wing
· Mega ACn 15/25/4 brushless motor in rear with 10x7 folding pusher prop

· 2ea. 5000mah 11.4v lithium Polymer batteries for balance

· Servos are CS703MG, Hi-Torque Metal Gears

· All up weight is 103.17 oz
Surface area is approx. 9-1/2 sq. ft.
Wing loading approx.: 11.8oz/sq.ft.
The climb rate is about 30 to 45 degrees, with current prop.
As far as launches, it's just like any sailplane, except 2 persons are necessary

· Lands by crashing like a Maple Tree Seed, no damage

The WiFli Calmesh Condor has successfully been launched and 802.11b transmission occurs at a data rate and range acceptable for control. 

To aid in research, the powered glider will be outfitted with a cargo bay that allows for hardware interchangeability. Also, a pneumatic launching mechanism will accelerate the powered glider to take off speeds. These improvements are realized through a sponsorship program facilitating the senior design course, MAE 156B, offered by the UCSD Mechanical and Aerospace Engineering Department. The team assigned to this project is expected to design, analyze, fabricate and test aforementioned improvements, as well as to assemble another complete powered glider. The glider will have slight changes in the propulsion components, namely: motor, propeller, speed controller, and battery.
The completed platform and launcher will benefit further research regarding automation and data acquisition. These tasks will highlight the upcoming efforts of other team projects, offered by the Electrical and Computer Engineering Department.

Our Future Goal:  The “WiFli” system will consist of several planes able to create a Network bubble instantaneously. These planes will be deployed during disasters and emergency situations to support the communication between different response teams such as medial, SWAT, police, and MMST.
 The WiFli Mesh Condor will be able to do autonomous station keeping over a designated area, for example: autonomous navigation from launching area to station keeping area and autonomous navigation from station keeping area to recovery area. In flight communications, it will be part of ground based and airborne wireless mesh network. A bungee-like launch will be created.( 45 to 60 degrees from vertical),  
MetaSim

Project MetaSIM is a web-based collection of simulation tools developed to test the efficacy of new and emerging information technologies within the context of natural and manmade disasters, where the level of effectiveness can be determined for each technology developed.  The project started out as a transportation testbed with a goal to provide a platform for testing and validating information technology and social science research within the context of regional crisis response. In facilitating this goal, four major research thrust areas were identified: 1) information collection; 2) information analysis; 3) information sharing; and 4) information dissemination. Some of the key considerations for the project included: 

1. It must allow a real-world evaluation of the efficacy of information technologies in crisis response

2. To test, evaluate and validate information technology research, the testbed has been setup to include two major components: an information technology and social science (IT-SS) component, and a simulation component

3. The purpose of the IT-SS component is to develop methodologies and tools that will allow for more rapid evaluation of damage in large disasters, for better communication of data and information between critical response organizations (e.g., first responders, decision-makers) and the public. The ultimate goal of these technologies is to mitigate the secondary impacts of large regional disasters, i.e., preventing cascading failures or incidents.

4. The purpose of the simulation component is to serve as a surrogate for real-world conditions in a disaster. This component must be able to simulate results with and without the use of improved information technologies in order to estimate their efficacies.

5. Information Technology and Social Science research shall include: 

· Dynamic data collection, e.g., loop sensors 

· Event extraction 

· Damage detection using remote sensing 

· Social networks, unreliable information analysis 

· Publish-subscribe based event integration 

· Real-time DEVO (Dynamic and Evolving Virtual Organizations) middleware 

· Trust management 

· Contextualize dissemination and robust ABC networking 

· Information diffusion models 

· Social factors and information release (panic modeling) 

· Evacuation and response 

6.
Simulation models will be used to approximate the following conditions or physical states: a) regional earthquake damage to buildings; b) casualty levels from building damage and exposure to hazardous materials; c) the fragility of critical bridge structures; d) traffic patterns – in a metropolitan context - before and after a large disaster, e.g., earthquake; e) the behavior of mass populations after large disasters; f) driver behavior in mass evacuations, g) incident reports from emergency response organizations, e.g., police, fire and ambulances; and h) the release and spread of gaseous hazardous materials.

In its final form, MetaSIM platform incorporated three simulators: 1) Crisis simulator/ InLET; 2) Transportation simulator, and 3) Simulator for agent based modeling (Drillsim).  Each simulator is implementable individually and also can be integrated with the others forming a complete system.  Applications using the core components include: 

1 Loss estimation and decision support for public agencies;

2 Integration into Web Information Portals for the City of Inglewood and CalEMA. 

3 Training tool for first responders;

4 Modeling tool for online services

Activities and Findings
Several projects within RESCUE included a simulation component, and integration of the various simulators had a potential for tremendous synergy. MetaSIM is the result of integration of diverse simulation capabilities developed by different RESCUE partners into a single integrated system - an amalgamation of transportation simulation with micro-level agent simulator (DrillSim being developed at UCI), InLET loss estimation tool, and a cellular infrastructure simulator being developed at UCSD. MetaSIM provides researchers with an effective mechanism to test and validate IT solutions in a very rich set of scenarios which none of the individual simulators could provide on their own. For MetaSIM achieving modularity and extensibility, while addressing integration of various simulators was a key requirement. The objective  of MetaSim was to provide an extensible simulation platform for emergency managers and researchers to support response, recovery, and mitigation activities.

Products

The primary artifact of the project is MetaSIM. METASIM is a web-based collection of simulation tools developed to test the efficacy of new and emerging information technologies within the context of natural and manmade disasters, where the level of effectiveness can be determined for each technology developed. METASIM incorporates a crisis simulator, a transportation simulator, and a simulator for agent based modeling (Drillsim). METASIM is envisioned as a comprehensive modeling platform for plug-and-play simulation tools for emergency managers and first responders to support response, recovery and mitigation activities. 

A preliminary website has been developed in HTML and stored in the backend database to produce web pages on-the-fly through Java script. The web pages call the various simulators and allow users to define parameters for the various simulations. The parameters are saved in user specified scenarios and the simulations are run through the interface. After each run the results are stored in the database and the website calls and displays intermediate and final results. 

A description of the individual simulators and components integrated into the METASIM framework is provided below:

a) Crisis Simulator

The Crisis Simulator currently simulates an earthquake event and estimate damage and casualties at a regional scale.  The crisis simulator integrates the earthquake loss estimation components of InLET, the Internet based Loss Estimation Tool.  

b) DrillSim 

DrillSim is an agent-based activity simulator that models human behavior at the individual, or micro level. DrillSim tests IT solutions by modeling situation awareness and providing it to the agent to react accordingly. For example, an early warning system might be used to modify the timing of agent evacuation. Micro-level activity modeling provides the ability to mimic agent behavior in crisis, as well as interactions between people during crisis, thereby providing a more robust framework for integrating responses to information and technology. DrillSim uses a grid-based representation of indoor and outdoor spaces. Recent improvements to DrillSim include expansion to multiple floor levels, indoor and outdoor representation, and integration with the MetaSim framework. Additionally, agent behavior has been refined from actual drills conducted at UCI. 

c) Transportation Simulator

Transportation simulator consists of an integrated model of simplified quasi-dynamic traffic assignments, and a destination choice model. Information that becomes available through IT solutions is simulated through parameters, such as subscription to routing support information via cell phone or email, information arrival time and update frequency, system credibility and acceptance, to reduce uncertainties associated with decision making when evacuating a congested network. The key parameters are available as adjustable inputs to the model, for users to assess the efficacy of different methods of integrating IT into emergency response. 

d) GIS Applet for Visualization

A GIS applet has been developed for the crisis simulator for visualization of the different geographic data layers and the simulation results. In addition, the applet provides tools for users to interact with the map and to define a crisis simulator request for a scenario.  Users can select events that have been pre-calculated, or define a new event by entering a magnitude and depth and selecting an approximate epicenter location on the map.  The applet also allows users to delineate evacuation zone for the transportation simulator.. 


Contributions


For the scientific research community the MetaSIM architecture supports modular and extensible integration of simulators. Beyond the research community, MetaSIM is designed to be used by first responders, planners, and people involved with the emergency response process. It will be used as a decision support tool to see where the damage will be likely to occur in case of a disaster and plan accordingly. It is also anticipated that MetaSIM will be used by emergency managers and responders to develop training scenarios. 


Methods incorporating damage and situation assessments using simulation tool such as InLET, MetaSIM, and observation oriented remote sensing/ GIS data with GPS referenced ground photographs collected by field teams, represent a new way of generating estimates of disaster damage, when access to the affected area is restricted.  Results are extremely useful to the first responder community and platforms for online visualization of damage have been implemented and used for two major earthquake events, the 2009 L'Aquila Earthquake and the 2008 Wenchuan Earthquake.


The InLET component has been used as a training tool for the Great American Shakeout. In this manner, it has been extended from emergency management to the first responder level.

Finally, several key scientific achievements for the METASIM project include the following:

1. InLET is the first online loss estimation tool available to the emergency management community; integration is accomplished with online visualization and mapping interface -Microsoft Virtual Earth 

2. Development of spatial relational data model

3. Development of testbed architecture for distributed simulators

.

Responsphere Papers and Publications

The following list of papers and publications represent additional research work for the 2009-2010 research papers and publications efforts utilizing the Responsphere research infrastructure.  For a more comprehensive list of publications, please see the NSF Fastlane Reporting website.
Measuring, monitoring and evaluating recovery – towards standardized indicators for post-disaster recovery. Keiko Saito; Daniel Brown; John Bevington; Beverley Adams; Steve Platt; Torwong Chenvidyakarn; Robin Spence; Ratana Chuenpagdee; Amir Khan; mily So; 

none, 2010-05

Efficient and scalable multi-geography route planning. Vidhya Balasubramanian; Dmitri Kalashnikov; Sharad Mehrotra; Nalini Venkatasubramanian;  nternational Conference on Extending Database Technology (EDBT 2010), 2010-03-22.
SEMARTCam Scheduler - Semantics Driven Real-Time Data Collection from Indoor Camera Network to Maximize Event Detection Ronen Vaisenberg; Deva Ramanan; Sharad Mehrotra; 

none, 2010-02.
Under Review. Ingolf Krueger; Michael Meisinger; Massimiliano Menarini; Stephen Pasco; 

none, 2010-01-01.
A Semantics-Based Approach for Speech Annotation of Images. Dmitri Kalashnikov; Sharad Mehrotra; Jie Xu; Nalini Venkatasubamanian; IEEE Transactions on Knowledge and Data Engineering (IEEE TKDE), 2010.
SMPL a Speciﬁcation Language Based Framework for the Semantic Structure, Annotation and Control of SMIL Documents. Ronen Vaisenberg; Ramesh Jain; Sharad Mehrotra; 

IEEE International Workshop on Data Semantics for Multimedia Systems and Applications (DSMSA’09, San Diego, CA), 2009-12.
CCD: Efficient Customized Content Dissemination in Distributed Publish/Subscribe

Hojjat Jafarpour; Bijit Hore; Sharad Mehrotra; Nalini Venkatasubramanian; 

none, 2009-11-28

CCD: Efcient Customized Content Dissemination in Distributed Publish/Subscribe

Hojjat Jafarpour; Bijit Hore; Sharad Mehrotra; Nalini Venkatasubramanian; 

ACM/IFIP/USENIX Middleware 2009, 2009-11-28

Speech-based situational awareness for crisis response. Dmitri Kalashnikov; Dilek Hakkani-Tur; Gokhan Tur; Nalini Venkatasubramanian; other, 2009-11-05
Courses


In fulfillment of our academic mission, the following undergraduate and graduate courses are facilitated by the Responsphere Infrastructure, use Responsphere equipment for research purposes, or are taught using Responsphere equipment:

UCI ICS 214A, UCI ICS 214B,  UCI ICS 215, UCI ICS 203A, UCI ICS 278, UCI ICS 199, UCI ICS 290, UCI ICS 280,  UCI ICS 299.

UCSD ECE 191, UCSD MAE 156B, UCSD ENG 100,UCSD ECE 158B, UCSD CSE218, UCSD CSE294
Equipment


The following table summarizes the types of equipment the UCI and UCSD Responsphere teams obtained for the project. Major purchases for UCSD in year 5 included components to help update the CalMesh and Gizmo systems and prepare them for deployment in Balboa Park for the San Diego Science Festival.  In all cases, education pricing and discounts were pursued during the purchasing process.
	UCSD Equipment Fabrications

	Quantity
	Equipment
	Usage

	4
	Gizmo 
	Test platform for self-deploying, remotely controllable wireless network nodes equipped with various kinds of field sensors Major purchases included A123 Lithium Iron Phosphate (LiFePO4) cells, Electronic Speed Controllers, 3-Phase Neodymium Permanent Magnet brushless motors, gear boxes, wheels, propellers, servos, single board Linux computes, miniPCI wireless cards, gas sensors, sonic sensor, light sensors, USB cameras, USB audio, DC-DC converters, discrete electrical  and mechanical components

	1
	Vehicle  
	Components purchased and fabricated include:

high efficiency polycrystalline silicon solar panels, new audio speakers, net-book PCs, high efficiency DC-AC inverter, and dual gel-cell lead-acid 12Vdc batteries, and solar to gel-cell charging modules

	2
	CalMesh WiFli Condor
	Components purchased included Electronic Speed Controllers, propellers, servos, single board Linux computes, miniPCI wireless cards,  USB cameras, USB audio, DC-DC converters, discrete electrical and mechanical  components, 

	10
	CogNodes
	Cognitive radio network nodes for network traffic monitoring and measurements.  Components were purchased to produce 10 additional nodes that were deployed at the Science Festival Expo.

	10
	CalMesh
	10 Wireless ad-hoc mesh networking nodes were upgraded in preparation for deployment at the Science Festival Expo.  Components purchased included power supplies, wifi cards, compact flash cards, antennae, cables, 

	12
	Cal Nodes
	Custom wireless cognitive nodes fabricated by UCSD ResponSphere team. 

	3
	Gizmo 
	Test platform for self-deploying, remotely controllable wireless network nodes equipped with various kinds of field sensors; improvements and additonal features

	1
	Vehicle  
	Components purchased and fabricated include:

2006 Chevy Silverado

cargo roof rack, a double lid crossover toolbox, dual solar panels, Tracking/Telematics system, Mac Mini with in-dash touch screen, and front and rear power distribution panels, antennas.

	1
	Portable Tile Display Wall (fabrication)
	Components include: 

14 bright-screen tablet PC laptops

2 bright-screen, weatherproof HDTVs

4 clustered server PCs to drive display

Mounting hardware

Carrying/storage cases

	1
	CalMesh WiFli Condor
	Electric flying wing, motor, batteries, gears

	1
	MOP (Mobile Operations Platform
	Roomba vacuum cleaner, signal strength analyzer, Soekris board

	1
	RF Modeling Tools
	WARP boards

	32
	CalMesh Nodes
	Custom wireless nodes fabricated by UCSD ResponSphere team. 

	4
	Gizmo Nodes
	Test platform for self-deploying, remotely controllable wireless network nodes equipped with various kinds of field sensors

	n/a
	Vehicle Components
	Components purchased and fabricated include:

Antenna Caddy

WiFi Bullhorn

Satellite Dish & Deployment System

	1
	Portable Tile Display Wall (fabrication)
	Components include: 

14 bright-screen tablet PC laptops

2 bright-screen, weatherproof HDTVs

4 clustered server PCs to drive display

Mounting hardware

	3
	RF Modeling Tools
	OpNet

TEMS

Spectrum Analyser

	2
	PCs
	General use workstation/server and laptop

	1
	Point Research Corporation
	GPS receiver evaluation kit and development board

	1
	CSI Wireless
	GPS localization equipment

	1
	QVidia Technologies
	High-definition video transmission system

	1
	Officetronics
	Wireless whiteboard capture systems

	1
	Ericsson Netqual
	TEMS network analysis kit (cost split with WhyNet)

	8
	Tropos Networks
	Antennas for GLQ

	1
	PDM Net, Inc.
	Wireless nodes, transmitters/receivers for GLQ

	1
	Ericsson Netqual
	TEMS deskcat network analysis software (cost split with WhyNet)

	1
	UCSD Bookstore
	Storage media

	1
	UCSD Bookstore
	Digital Camera and accessories

	1
	Synchrotech, Inc
	PCMCIA card bus adapter for CyberShuttle

	1
	Anixter, Inc
	VGA cable for CVC

	6
	Fry's Electronics
	Handheld Radios

	12
	BlueMap
	Bluetooth Malware Analysis and Prevention nodes.  10 new nodes were fabricated for experiments/deployment on UCSD campus and also at the Science Festival. Components included enclosures, system boards, cables, heatsinks, antennae, netbook computer to drive monitoring software

	UCI Equipment Fabrications

	Quantity
	Equipment
	Usage

	1
	Sonar/RFID Locator
	Used to feed location sensing information into Satware

	4
	Motes 
	Creation of CO sensing platform for first responders

	2
	CO Sensors 
	These sensors were wired to the motes in order to sample environmental CO levels. 

	1
	Geiger Counter
	Smart-Space / EvacPack Radiation Sensor

	12
	CrossBow
	Wirless Sensor Motes

	15
	PowerStream
	Power supplies for sensor motes

	1
	Dell Dimension
	Director's PC

	1
	CDWG
	Biometric Scanner 

	4
	Disk Farm
	Network Applicance disk space for students

	1
	WiPort
	Wireless backhaul for people counters

	6
	Amersys
	People Counters

	1
	WiPort 
	serial to WiFi convertors

	1
	BlackBox
	Tool set

	1
	MicroSoft
	Fingerprint Reader

	6
	HomeDepot
	Hardware for self-locating optical/acoustic sensors

	1
	Dell
	Computing: Disambiguation System

	60
	Linksys WVC54G
	Smart-Space Cameras

	60
	Linksys WAP-POE
	POE Kits: Smart-Space Cameras

	1
	Appro
	Opteron Server - Simulation Server

	1
	Appro
	Opteron Server - On-Site Maintenace

	2
	APC
	UPS for server

	1
	LDC
	TDT4 Data Set

	4
	HomeSecurityStore
	People Counters

	4
	Walker Wireless
	People Counters

	1
	Paralax
	People Counters

	1
	MicroOptical
	VR/AR visualization

	1
	Cappuccino PC
	EvacPack Computing

	1
	Fry's Electronics
	EvacPack Computing

	1
	V-Realites
	EvacPack Computing

	1
	SoftTouch Inc.
	Closed-Captioning Text Extraction

	1
	CDWG
	Closed-Captioning Text Extraction

	4
	NACS
	Co-Location for network Backup Storage - Yearly

	2
	CDWG
	Buffalo Terrastations 

	5
	CDWG
	Disk Drives for off-site data storage

	3
	5G Wireless
	IEEE 802.11 Outdoor Wireless for Smart-Space

	6
	PowerStream
	power supplies for mobile cameras

	1
	Sparton
	Avionics: EvacPack navigation

	6
	CDWG
	Smart-Space mobile cameras

	1
	Draeger
	Gas Monitors for Smart-Space

	6
	Dell
	Grad. Student PCs

	4
	CDWG
	Outdoor cameras for Drills

	1
	Point Grey
	Firewire Cameras

	6
	PowerStream
	Power supplies

	4
	Cobra
	First Responder FRS radio systems

	1
	Echelon
	I-LON PL Server

	2
	Laptop
	Grad student programming

	4
	Activewave Inc.
	RFID equipment

	1
	Text Analysis Int.
	Information extraction software

	1
	DNS Registration
	DNS for: www.responsphere.org 

	1
	Sony Handi-Cam
	Portable camcorder for filming drills

	1/4
	HP iPAQ 6315
	sensing and communication devices for first responders

	60
	Linksys WVC54G
	Ehternet + WiFi audio/video cameras

	60
	POE Adapers
	Power Over Ethernet injectors

	1
	Echelon
	Powerline Networking topology

	6
	Canon VB-C50i
	Tilt/pan/zoom cameras

	1
	iRobot Corp
	Autonomous Sensing platform

	4
	HP Navigation system
	GPS system 

	1
	Laptop
	Sharad

	1
	IBM e445 server
	Main compute/processing system

	1
	IBM EXP 400
	4TB RAID storage for Responsphere

	1
	Laptop
	Presentation

	1
	APC
	UPS for server and RAID

	1
	Electricians
	Wiring/cabling for Smart-Space (Responsphere)

	12
	Dell
	12 Grad Student PCs

	5
	Dell
	5 Grad Student PCs

	4
	RetailReserach
	People Counters

	1
	Electricians
	Wiring/cabling for Smart-Space (Responsphere)

	Annual
	Microsoft
	Software licensing

	2
	Canon
	Projectors: Visualization System

	2
	Antenna Hardware
	We fabricated outdoor antennas for our mesh routers in order to increase coverage and penetration of our network. 
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