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AN IT INFRASTRUCTURE FOR RESPONDING TO THE UNEXPECTED
Executive Summary

The University of California, Irvine (UCI) and the University of California, San Diego (UCSD) received NSF Institutional Infrastructure Award 0403433 under NSF Program 2885 CISE Research Infrastructure.  This award is a five year continuing grant and the following report is the Year Three Annual Report.


The NSF funds from year three ($301,860) were split between UCI and UCSD with half going to each institution.  The funds were used to begin creation of the campus-level research information technology infrastructure known as Responsphere at the UCI campus as well as beginning the creation of mobile command infrastructure at UCSD.  The results from year three include 77 research papers published in fulfillment of our academic mission.  A number of drills were conducted either in the Responsphere infrastructure or equipped with Responsphere equipment in fulfillment of our community outreach mission.  Additionally, we have made many contacts with the First Responder community and have opened our infrastructure to their input and advice.  Finally, as part of our education mission, we have used the infrastructure equipment to teach or facilitate a number of graduate and undergraduate courses at UCI including: 

UCI ICS 214A, UCI ICS 214B,  UCI ICS 215, UCI ICS 203A, UCI ICS 278, UCI ICS 199, UCI ICS 290, UCI ICS 280,  UCI ICS 299.


The following UCSD courses have either utilized Responsphere infrastructure, or in some cases, project-based courses have either contributed to infrastructure improvements or built new components for the infrastructure: ECE 191 (6 projects), ECE 291 (2 projects), MAE 156B (1 project), and MAE 171B (1 project). In addition, researcher BS Manoj taught ECE 158B (Advanced Data Networks, which covers challenges in communications during disasters).
Year three was an excellent year for Responsphere and industry relationship building. At UCI, we entered into a strategic partnership with D-Link Inc., and the Bren School of Information and Computer Sciences (ICS) that resulted in a $50,000 in-kind gift as well as 70% discount on any D-Link technology that we required for sensor instrumentation.  Fonevia LLC, an emergency alert provider, has partnered with Responsphere researchers on joint development as well as provided a one-time cash gift.  Motorola Inc. provided several phones this year to integrate into the Responsphere test-bed as well. 
At UCSD, we collaborated with Ericsson, Inc. on CalMesh research; Ericsson is sponsoring a project on opportunistic ad-hoc routing at UCSD.

First Responder partnerships have been essential to the success of the Responsphere project. At UCI the City of Ontario Crisis Alert Portal (www.disasterportal.org/ontario) was fully designed, tested and implemented on the Responsphere infrastructure.  Additionally, several research artifacts such as the Autonomous Mobile Sensing Platforms (3) were developed for crisis responders as well as for technology testing within Responsphere.  The EvacPack has been prototyping for two years and has received significant sensing upgrades due to First Responder feedback from our drills and other technology testing events.  
Collaboration with UCSD Campus Police and UCSD Emergency Management to validate new technologies, learn more about their needs and gain exposure to other technology-related groups within the local San Diego first-responder community have continued; including a new effort  on a campus-wide emergency notification system that began late in 2006.

UCSD researchers collaborated with the San Diego MMST to deploy a cellular based location tracking system for their paramedics in downtown San Diego for the February 20, 2007 Mardi Gras event. Members of the Responsphere project have attended a number of emergency response events including symposiums, drills, city-wide events and workshops.  
In addition, we have conducted a number of successful drills within the UCI infrastructure testing IT solutions and capturing data that was used to calibrate our evacuation simulator, used for First Responder training, as well as populating our data repository.  Our EvackPack was utilized during an on-campus radiological drill and performed in an outstanding fashion: finding two of the three radiological hazards.  Additionally, one of our Autonomous Mobile Sensing platforms was tested during a chemical spill drill and was able to find the chemical and report the Material Safety Data sheet back to the on-site First Responders.

 The CalMesh infrastructure developed at UCSD was used to provide connectivity for all of the devices used in the WIISARD project. Responsphere researchers participated in and deployed CalMesh in a number of RESCUE and WIISARD project activities. On August 22, 2006, the CalMesh team, in conjunction with the WIISARD project, participated in a drill organized by the San Diego regional Metropolitan Medical Strike Team (MMST) on UCSD’s campus – using the Calit2 building as the disaster site.  

Both UCI and UCSD are currently preparing for large scale exercises in the near future. At UCSD, plans are to participate in a drill being organized by MMST, currently scheduled to take place in San Diego’s South Bay area in November 2007.  At UCI, we are working with EH&S and Orange County Fire Authority (OCFA) EMT team, as well as local police departments on a drill (11 JUL 07) involving an active shooter on campus.  In preparation for this exercise we are designing situational awareness technologies for the donated Motorola phones.  
Spending Plan
Spending plans for year 4 at UCI include: personnel salary to maintain and extend infrastructure, extend the 802.11 wireless coverage as well as investigation of WiMax technologies and its implication for emergency response.  As indicated in the initial budget proposal, staff salary for designing, implementing, and maintaining the Responsphere will increase during latter years of the grant.  Further infrastructure enhancements include instrumentation of the new ICS building (Bren Hall) with Zigbee mote sensors and more fully develop the SATware system that extracts meaning from sensor streams. Additionally, we will host a number of drills, exercises and evacuations in the Responsphere infrastructure.  

Spending plans for next year at UCSD include:  purchasing a 3D color laser scanner; simulation and computing resources for RF Modeling; further developing devices that operate on the CalMesh platform; and continuing to outfit the Calti2 mobile command and control vehicle.
Infrastructure


Responsphere is the hardware and software infrastructure for the Responding to Crisis and Unexpected Events (ResCUE) NSF-funded project.  The vision for Responsphere is to instrument selected buildings and an approximate one third section of the UCI campus (see map below) with a number of sensing modalities.  In addition to these sensing technologies, the researchers have instrumented this space with pervasive IEEE 802.11a/b/g Wi-Fi and IEEE 802.3 to selected sensors.  They have termed this instrumented space the “UCI Smart-Space.”  

[image: image1]
UCI Smart-Space

The sensing modalities within the Smart-Space include audio, video, powerline networking, motion detectors, RFID, and people counting (ingress and egress) technologies.  The video technology consists of a number of fixed Linksys WVC54G cameras (streaming audio as well as video), mobile Linksys WVC 200 tilt/pan/zoom cameras, D-Link DCS-6620G cameras, and several Canon VB-C50 tilt/pan/zoom cameras.  These sensors communicate with an 8-processor (3Ghz) IBM e445 server as well as an 8-processor (4 dual-cores) AMD Opteron MP 875 server.  Data from the sensors is stored on an attached IBM EXP 400 with a 4TB RAID5EE storage array.  This data is utilized to provide emergency response plan calibration, perform information technology research, as well as feeding into our Evacuation and Drill Simulator (DrillSim).  The data is also provided to other disaster response researchers through a Responsphere Affiliates program and web portal.  Back-ups of the data are conducted over the network to Buffalo Terrastation units as well as a third generation stored off-site.

This budget cycle (2006-2007), we have significantly enhanced the data storage capabilities of the UCI infrastructure by doubling the storage capacity of the Network Appliance (NAS).   Through a generous donation from D-Link, we have also extended our sensing capability into building 314 (Bren Hall – ICS).  We have also began or extended work on several mobile sensing platforms that support search and rescue efforts, sensing research, and privacy research.


UCSD’s infrastructure consists of the CalMesh wireless ad-hoc mesh networking platform, as well as a next-generation modular mesh networking platform that can enable research on routing, MAC, and other protocols, which is called Inter-layer Communication Enhanced Mobile Ad hoc Networks (ICE-MAN).The first version of the ICE-MAN platform is created and enabled for studying the radio-aware diversity-based routing protocols for ENS. 

During the last year, we developed a number of new capabilities for CalMesh platform including multi-radio capability, efficient routing, directional antenna capability at the gateway, and a graphical user interface and visualization platform for CalMesh.  We also improved upon and developed several devices based upon the CalMesh Platform, including Gizmo – a remote controlled mesh networking platform with sensor interfaces; MOP – a robotic vacuum cleaner based mobile operations platform, and an unmanned aerial vehicle. We also developed CalNode - a cognitive access point which collects, models, and captures the spatio-temporal characteristics of the network traffic in order to optimize network service provisioning.

UCSD has also been continuing to develop the mobile command and control vehicle for emergency response – we purchased a pickup truck in September 2006 and have outfitted it with computers, touchscreens, wireless connectivity, and telematics devices; and completed the portable visualization display wall, which will be able to visualize both network management and situational awareness data on-site (and can be transported in the vehicle).

CalMesh nodes have provided a mobile wireless ad-hoc mesh networking infrastructure to support both research and activities (training exercises and drills) for both the RESCUE and WIISARD (Wireless Internet Information Systems for Medical Response in Disasters) projects, including the San Diego Metropolitan Medical Strike Team exercise on UCSD’s campus in August 2006.
 
Outreach 


In fulfillment of the outreach mission of the Responsphere project, one of the goals of the researchers at the project is to open this infrastructure to the first responder community, the larger academic community including K-12, and the solutions provider community.  The researchers’ desire is to provide an infrastructure that can test emergency response technology and provide metrics such as evacuation time, casualty information, and behavioral models.  These metrics provided by this test-bed can be utilized to provide a quantitative assessment of information technology effectiveness.  Printronix, IBM, and Ether2 are examples of companies that have donated equipment in exchange for testing within the Responsphere testbed.

One of the ways that the Responsphere project has opened the infrastructure to the disaster response community is through the creation of a Web portal.  On the www.responsphere.org website there is a portal for the community.  This portal provides access to data sets, computational resources and storage resources for disaster response researchers, contingent upon their complying with our IRB-approved access protocols.  IRB has approved our protocol under Expedited Review (minimal risk) and assigned our research the number HS# 2005-4395. 

At UCI we have been active in outreach efforts with the academic community, organizing the following conferences and workshops: 

1. Disaster Communication Focus Group: August, 2006
2. Emergency Management Working Committee: March, 2007
3. Institute for Defense and Government Analysis, Search & Rescue Technology Workshop,


Situational Awareness  Technologies for Disaster Response, July 26, 2006,  Presenter: 
Naveen Ashish
4. National Research Council of the National Academies, Workshop on Geospatial Information for Disaster Management: Guidelines for the use of GIS and Remote Sensing data in Emergency Management, Panelist: Charles K. Huyck.
5. One Step Ahead of the Crisis: Innovative Technology Solutions for Disaster Preparedness, March, 2007, Panelsits: Chris Davison, Nalini Venkatasubramanian.


We have also hosted a number of K-12 outreach events:

1. March 24, 2007 - Rescue hosted the "High School Scholar's Day".  The program is designed to increase awareness of computing science and engineering among graduating HS seniors.  This was an all-day event in which Rescue researchers presented our technologies.
2. Summer 2006 and Summer 2007 - RESCUE hosted a high school student working as an intern programmer developing software for the testbeds and research projects.

3. RESCUE worked with Fonevia Inc. to initiate technology transfers of a crisis alert system to be used in school to parent dissemination. Through Fonevia, we are in discussions with the Redondo Beach School District to pilot test RESCUE alert technologies in 2007 and 2008 using a phased deployment approach.

At UCSD we have been active in outreach efforts with the academic community, organizing the following conferences and workshops: 

1. Dr. B. S. Manoj co-chaired the 2nd International Workshop on Next Generation Wireless Networks 2006 (WoNGeN’06) [www.wongen.org] held along with IEEE Conference on High Performance Computing 2006 (HiPC 2006). This workshop focused on the use of Wireless Mesh Networks as a viable alternative for Next Generation Wireless Networks.  

2. Raheleh Dilmaghani proposed and co-chaired a special ACADEMIC/ DEMONSTRATION session on “Modeling and Simulation of Communication Technology in Disaster Mitigation, Response and Recovery” at ISCRAM 2007in Netherlands, May 2007. 

Other outreach activities at UCSD include hosting a CAlit2 undergraduate research scholar who will work on the CalMesh wireless mesh networking platform for summer 2007, as well as demonstrating our infrastructure and research technologies for industry groups, domestic and international governmental delegations, and conferences that take place at Calit2

Responsphere researchers and technologists from both campuses gave a number of keynote addresses and invited talks.  These addresses provide the Responsphere team the opportunity to engage a number of stakeholders (Government, industry, academia, and First Responders) within the emergency response domain.  We list a sample of such talks below.

1. Prof. Ramesh Rao delivered the keynote talk titled “Wireless Mesh Networks: A Viable Alternative” during the Fifth Annual Mediterranean Ad Hoc Networking Workshop (Med-Hoc-Net 2006) held in Sicily, Italy in June 2006. This talk focused on the potentials of wireless mesh networking as a viable alternative for next generation wireless systems. 

2. Prof. Ramesh Rao delivered a keynote talk titled “Cognitive Networking: Promises and Challenges” during the Second IEEE Workshop on Networking Technologies for Software Defined Radio (SDR) Networks 2007 held in San Diego, CA, June 2007. This talk focused on the challenges of developing the efficient software defined radios and cognitive networking forms. 

UCSD K-12 outreach activities included sponsoring a total of 5 student interns from the Preuss School during the 2006-2007 academic year, a charter school under the San Diego Unified School District whose mission is to provide an intensive college preparatory curriculum to low-income student populations and to improve educational practices in grades 6-12.

Responsphere Drills
· August 22, 2006  MMST Drill at Calit2/UCSD – RESCUE, WIISARD, Responsphere project teams.  UCSD participated in a large-scale emergency  response drill in conjunction with the San Diego Metropolitan Medical Strike Team (MMST) and the UC San Diego Police and Emergency Services departments on the UCSD campus on August 22, 2006. The ENS system was demonstrated and used as the backbone network for emergency response activities demonstrated during this event.

· August 29, 2006 BioHazard Drill at UCI, RESCUE and Responsphere teams
· March, 2007. UCI campus-level radiological exercise. 

· February 20, 2007. UCSD fielded a deployment of cellular-based location tracking devices for the MMST paramedic team at the San Diego Gaslamp Quarter Mardi Gras.

· Jull 11, 2007 (planned) Active Shooter and Casualty Drill at UCI, RESCUE and Responsphere teams.  Conducted with Campus EH&S, UC Irvine Police Department, Orange County Fire Authority.
Research Demonstrations with First-Responder, Government, and State Community Groups: 

· March 1, 2007.  Calit2 Igniting Technology: One Step Ahead of the Crisis: Innovative Technology Solutions for Disaster Preparedness.  A Calit2 sponsored research symposium on disaster response technologies featured Responsphere Technologies and Rescue researchers.  This event was well attended by industry as well as first responders.

Responsphere Management

The Responsphere project leverages the existing management staff of the affiliated RESCUE project which is a NSF funded Large ITR. In addition, Responsphere, given the scale of the technology acquisition and deployment has hired technologists who are responsible for purchase, deployment, and management of the infrastructure. The management staff at UCI consists of a Technology Manager (Chris Davison).  Ar UCSD, the management staff consists of a Project Manager (Alex Hubenko) and Project Support Coordinator (Vanessa Pool).  The management staff and technologists associated with Responsphere possess the necessary technical and managerial skills for both creation of the infrastructure and collaboration with the industry partners. The skill set of the team includes: Network Management, Technology Management, VLSI design, and cellular communications.  This skill set is crucial to the design, specification, purchasing, deployment, and management of the Responsphere infrastructure.


Part of the executive-level decision making involved with accessing the open infrastructure of Responsphere (discussed in the Infrastructure portion of this report) is the specification of access protocols.  Responsphere management has decided on a 3-tiered approach to accessing the services provided to the first responder community as well as the disaster response and recovery researchers.  


Tier 1 access to Responsphere involves a read-only access to the data sets as well as limited access to the drills, software and hardware components.  To request Tier 1 access, the protocol is to submit the request, via www.responsphere.org, and await approval from the Responsphere staff as well as the IRB in the case of federally funded research.  Typically, this access is for industry affiliates and government partners under the supervision of Responsphere management.

Tier 2 access to Responsphere is reserved for staff and researchers specifically assigned to the ResCUE and Responsphere grant.  This access, covered by the affiliated Institution’s IRB, is more general in that hardware, software, as well as storage capacity can be utilized for research.  This level of access typically will have read/write access to the data sets, participation or instantiation of drills, and configuration rights to most equipment.  The protocol to obtain Tier 2 access begins with a written request on behalf of the requestor.  Next, approval must be granted by the Responsphere team and, if applicable, by the responsible IRB.  

Tier 3 access to Responsphere is reserved for Responsphere technical management and support.  This is typically “root” or “administrator” access on the hardware.  Drill designers could have Tier 3 access in some cases.  The Tier 3 access protocol requires that all Tier 3 personnel be UCI or UCSD employees and cleared through the local IRB.
 Personnel 
University of California Irvine (UCI)

	Name
	Role(s)
	Institution

	Naveen Ashish
	Visiting Assistant Project Scientist
	 UCI

	Carter Butts
	Assistant Professor of Sociology and the Institute for Mathematical Behavioral Sciences
	 UCI 

	Howard Chung
	ImageCat
	 Inc.

	Remy Cross
	Graduate Student
	 UCI

	Mahesh Datt
	Graduate Student
	 UCI 

	Rina Dechter
	Professor
	 UCI

	Mayur Deshpande
	Graduate Student
	 UCI 

	Ronald Eguchi
	President and CEO
	 ImageCat

	Magda El Zarki
	Professor of Computer Science
	 UCI

	Ramaswamy Hariharan
	Graduate Student
	 UCI 

	Bijit Hore
	Graduate Student
	 UCI 

	John Hutchins
	Graduate Student
	 UCI 

	Charles Huyck
	Senior Vice President
	 ImageCat

	Ramesh Jain
	Bren Professor of Information and Computer Science
	 UCI 

	Dmitri Kalashnikov
	Post-Doctoral Researcher
	 UCI 

	Chen Li
	Assistant Professor of Information and Computer Science
	 UCI 

	Yiming Ma
	Graduate Student
	 UCI 

	Gloria Mark
	Associate Professor of Information and Computer Science
	 UCI

	Daniel Massaguer
	Graduate Student
	 UCI 

	Sharad Mehrotra
	RESCUE Project Director,  Professor of Information and Computer Science
	 UCI

	Miruna Petrescu-Prahova
	Graduate Student
	 UCI 

	Vinayak Ram
	Graduate Student
	 UCI

	Will Recker
	Professor of Civil and Environmental Engineering,  Advanced Power and Energy Program
	 UCI

	Nitesh Saxena
	Graduate Student
	 UCI 

	Dawit Seid
	Graduate Student
	 UCI 

	Masanobu Shinozuka
	Chair and Distinguished Professor of Civil and Environmental Engineering
	 UCI 

	Michal Shmueli-Scheuer
	 Graduate Student
	 UCI 

	Padhraic Smyth
	Professor of Information and Computer Science
	 UCI 

	Jeanette Sutton
	Natural Hazards Research and Applications Information Center
	University of Colorado at Boulder 

	Nalini Venkatasubramanian
	Associate Professor of Information and Computer Science
	UCI

	Kathleen Tierney
	 Professor of Sociology
	University of Colorado at Boulder 

	Jehan Wickramasuriya
	 Graduate Student
	 UCI 

	Xingbo Yu
	 Graduate Student
	 UCI 


University of California San Diego (UCSD)

	Name
	Role(s)
	Institution

	Ramesh Rao
	PI; Professor, ECE; Director, Calit2 UCSD Division
	Calit2, UCSD

	John Miller
	Senior Development Engineer
	Calit2, UCSD

	Ganapathy Chockalingam
	Principal Development Engineer
	Calit2, UCSD

	Babak Jafarian
	Senior Development Engineer
	Calit2, UCSD

	John Zhu
	Senior Development Engineer
	Calit2, UCSD

	BS Manoj
	Post-doctoral Researcher
	Calit2, UCSD

	Sangho Park
	Post-doctoral Researcher
	Calit2, UCSD

	Stephen Pasco
	Senior Development Engineer
	Calit2, UCSD

	Helena Bristow
	Project Support
	Calit2, UCSD

	Alexandra Hubenko 
	Project Manager
	Calit2, UCSD

	Raheleh Dilmaghani
	Graduate Student
	ECE, UCSD

	Shankar Shivappa
	Graduate Student
	ECE, UCSD

	Wenyi Zhang
	Graduate Student
	ECE, UCSD

	Vincent Rabaud
	Graduate Student
	CSE, UCSD

	Salih Ergut
	Graduate Student
	ECE, UCSD

	Javier Rodriguez Molina
	Hardware development engineer
	Calit2, UCSD

	Stephan Steinbach
	Development Engineer
	Calit2, UCSD

	Rajesh Hegde
	Postdoctoral Researcher
	Calit2, UCSD

	Rajesh Mishra
	Senior Development Engineer
	Calit2, UCSD

	Brian Braunstein
	Software Development Engineer
	Calit2, UCSD

	Mustafa Arisoylu
	Graduate student
	ECE, UCSD

	Tom DeFanti
	Senior Research Scientist
	Calit2, UCSD

	Greg Dawe,
	Principal Development Engineer
	Calit2, UCSD

	Greg Hidley
	Chief Infrastructure Officer
	Calit2, UCSD

	Doug Palmer
	Principal Development Engineer
	Calit2, UCSD

	Don Kimball
	Principal Development Engineer
	Calit2, UCSD

	Leslie Lenert


	Associate Director for Medical Informatics, Calit2 UCSD Division; Professor of Medicine, UCSD; PI, WIISARD project
	Calit2, UCSD

	Troy Trimble
	Graduate Student
	ECE, UCSD

	Cuong Vu
	Senior Research Associate
	Calit2, UCSD

	Boz Kamyabi
	Senior Development Engineer
	Calit2, UCSD

	Jurgen Schulze
	Postdoctoral Researcher
	Calit2, UCSD

	Qian Liu
	Systems Integrator
	Calit2, UCSD

	Joe Keefe
	Network Technician
	Calit2, UCSD

	Brian Dunne
	Network Technician
	Calit2, UCSD

	Per Johansson
	Senior Development Engineer
	Calit2, UCSD

	Wing Lun Fung
	Undergraduate Student
	ECE, UCSD

	Anthony Nwokafor
	Networking Engineer
	Calit2, UCSD

	Parul Gupta
	Graduate Student
	ECE, UCSD

	Anders Nilsson
	Graduate Student (visiting researcher)
	Calit2, UCSD

	Wenhua Zhao
	Graduate Student (visiting researcher)
	Calit2, UCSD

	Daniel Johnson
	Mechanical engineer
	Calit2, UCSD

	Ian Kaufman
	Research Systems Administrator
	Calit2, UCSD

	Kristi Tsukida
	Undergraduate student
	ECE, UCSD

	Eldridge Acantara
	Graduate Student
	ECE, UCSD

	Mason Katz
	Senior Software Developer
	SDSC, UCSD

	Greg Bruno
	Senior Software Developer
	SDSC, UCSD


Responsphere Research Thrusts

The Responsphere Project provides the IT infrastructure for Rescue project.  The project is divided into the following five research projects:  Situational Awareness from Multi-Modal Input (SAMI), Policy-driven Information Sharing Architecture (PISA), Customized Dissemination in the Large, Privacy Implications of Technology, and Robust Networking and Information Collection.  The following research and research papers (by project area) were facilitated by the Responsphere Infrastructure, or utilized the Responsphere equipment.
Situational Awareness from Multimodal Inputs (SAMI)
The SAMI project has taken on the challenge, within RESCUE, of developing technologies that dramatically improve situational awareness for first-responders, response organizations, and the general public. This translates to the following scientific goals: (1) develop an event-oriented situational data management system that seamlessly represents activities (their spatial, temporal properties, associated entities, and events) and supports languages/mechanisms/tools to build situational awareness applications, (2) create a robust approach to signal analysis, interpretation, and synthesis of situational information based on event abstraction.  Our goals also include the development of two artifacts -- an information reconnaissance system for disaster data ingest, and an integrated situational information dashboard that aids decision making.


Activities and Findings
Presented below is a summary of progress to date in each of the three SAMI research areas: situational data management; signal interpretation, analysis and synthesis; and analyst tools.  Special attention is given to highlighting innovative research contributions. 

Situational Data Management

The work in this area over this year has primarily focused on the development of SAT-Ware, which is an immersive environment for manipulating and collection information from a space of multi-media sensors (such as video cameras, audio recorder, people counting sensors etc.) currently instrumented over the UCI Calit2 building. Details on SAT-Ware are provided in the Privacy project report.
Signal Interpretation, Analysis, and Synthesis
This area is concerned with the extraction and abstraction of information from raw signals in the form of text, audio, video or other sensor data. In the area of information extraction from text we developed a (working research prototype) of a next-generation platform for information extraction from text. The platform, called XAR, permits the integrated exploitation of many different kinds of lower level text analyzers (for extraction), it also provides a framework for the representation of and reasoning with probabilistic confidence measures in extraction. One of the key distinguishing features of our work on extraction from text is the exploitation of semantics in extraction. This stems from our ongoing work initially in the context of data disambiguation. We have continued work on our earlier developed approach to disambiguation of data based on relationship graphs. Over the past year we have developed techniques for the automated learning of relative weights for different kinds of relationships in such graphs. Another area we investigated over the past year is the application of the disambiguation techniques to the problem of disambiguating people appearances on the Web. This domain threw up new challenges requiring us to look into automated extraction techniques for the construction of the relationship graphs, and also the integration with ontologies for discovering connections between entities.  

In the area of audio event extraction, we continued our work on robust beamforming developing variants of the “constrained robust Capon” beamformer. We have also initiated work on beam-forming algorithms that factor in the speech quality information as well. New algorithms and approaches such as those based on Independent Vector Analysis (IVA) are being investigated as well.  A scheme for detecting undesired stationary, non stationary events, multiple speakers has been formulated and tested. Sinusoidal plus residual modeling and auditory grouping has been used to separate multiple speech sources with well separated pitch.

In the area of visual event extraction, we have developed multiple view based homography binding methods which provide view-invariant features of tracked objects including persons and vehicles in outdoor environment such as their footage area, velocity, location, and inter-object configuration. Support for view switching between multiple cameras is also provided. Finally, an integrated adaptive mechanism for multi-view switching and multi-level switching has been developed to better understand and analyze video events. In the multi-modal information fusion area, an iterative technique for information fusion from multimodal sensors, based on the theory of turbo codes has been developed to achieve situational awareness.          
Analyst Tools 

In the predictive modeling area we worked on 1) Posterior estimation in Bayesian networks with determinism. Bayesian Networks with zero probabilities present principles challenge for inference/learning algorithms in that most algorithms in literature assume that Bayesian Networks are strictly positive (i.e. devoid of any determinism).  In particular, on such networks popular sampling algorithms such as Gibbs and Slice (MCMC) sampling do not converge and importance sampling schemes generate many inconsistent samples which are eventually rejected (the rejection problem). We developed a new technique called SampleSearch which guarantees that all samples generated will never be rejected or thrown away, thereby circumventing the rejection problem. 2) The Counting problem for Bayesian Networks with determinism. We developed a new scheme that combines the above mentioned SampleSearch scheme with the importance sampling framework.  Our scheme outperforms the state-of-the-art schemes by an order of magnitude. 3) Generating random samples from a Bayesian Network with determinism. Another related problem for Bayesian Networks with determinism is that of generating random consistent samples given evidence (also called as the sampling problem). An analogous database problem is that of generating full tuples from the natural join of relations such that each full tuple in the natural join is generated with equal probability. We proved that pure SampleSearch is not a good alternative for solving the sampling problem because it generates samples from the so-called backtrack-free distribution which is different from the required distribution expressed by the Bayesian network. We fix this problem by integrating SampleSearch with the Sampling Importance Re-sampling (SIR) framework, yielding a new scheme of SampleSearch-SIR. Our new scheme of SampleSearch-SIR has convergence guarantees in the limit which none of the current state-of-the-art schemes have, and 4) Improving the expressive power of Bayesian Networks using Stochastic Grammars: A major limitation of graphical models like Bayesian or Markov Networks is that they are propositional in nature. We are therefore exploring the use of stochastic grammars for modeling the population density estimation problem. 

In graph analysis we developed techniques for multi-dimensional analysis for annotated objects (specifically documents and events). The goal of this research was to develop a tool for taxonomy-driven multidimensional analysis over a collection of documents or events. We also developed techniques for semantics based ranked graph pattern matching.  In this work we addressed graph pattern queries where graph matching is imprecise. We specifically dealt with two types of imprecision in the match: structural imprecision and semantic imprecision, and developed an algorithm that returns the top-k best matches based on a combination of these two types of imprecision.  

In GIS we have continued work in different areas towards building a GIS search engine. Specifically, over Year 4, we developed scalable techniques for compact representation and efficient querying of meta-data describing very large numbers of GIS data sources on the open Web. Primarily we have developed techniques for 1) Compressing the data sources with minimal information loss and 2) Indexing the data sources that can quickly retrieve relevant data sources.

Products

Artifacts

In information extraction, we have developed the XAR IE platform which is being tested (initially internally) as a platform for developing general purpose extraction applications. The goal is to bring this artifact to the external research community in the coming months. In audio extraction we have developed 

a portable two channel microphone array speech separation system prototype. In visual event extraction we have implemented a multi-view homography based vision algorithm (HoViS) that can achieve view-invariant situational awareness of a monitored site in terms of the movements and interactions among pedestrians and vehicles. We also developed an activity based video query algorithm (ActiVQ) that can search video database annotated in terms of versatile features. Finally in information fusion, we have developed a platform for situation ware “mobiquitous computing” using multiple modalities.

We have made significant progress in the development and deployment of the Ontario Disaster Portal.  The core capabilities of the portal are stable and provide a situation summary, announcements and press information, family reunification search, donation management, and emergency shelter tracking.  Additional needs analysis was performed during the past year through participation in several Ontario drills to determine how the portal applications would be utilized during a real disaster.  Administrative access was provided to Ontario emergency managers for a pilot deployment in late May, 2007 and the city began actively using the portal in early June. The site is now updated and used on a regular basis by the city for typical emergency events in the region.  Future development will concentrate on integration of additional SAMI research results to improve existing capabilities, or to create entirely new components within Disaster Portal.    

In the predictive modeling area we have developed an “Origin Destination Predictor”. Based on a probabilistic model, given a time and the current GPS reading of an individual (if available), the system can predict the destination and the route to destination of the individual. We have also developed a “Travel Density Estimator and Travel Planner”.  Given time of day, day of week and the specific highway (e.g. I-405 from Irvine to LAX), this system can robustly estimate how many people are on a section of a road (both currently and in future). It can also robustly estimate how many people are likely to exit on a particular off-ramp (both currently and in future), detect accidents and/or emergencies in spite of total loss of wireless communication. 

Databases

Audio extraction

•
A real world audio-visual database of emergency operations center (EOC) scenes was collected in the UCSD campus MMST drill on 22nd August 2006. (shankarts@ucsd.edu)

•
A real world audio database of the emergency operations center was collected during the UCSD campus earthquake/MMST drill. (rhegde@ucsd.edu )

GIS

•
We collected freely available GIS databases from internet sources. There are 5000 such data sources that have been archived in RESCUE-IBM DB2 server. These data sources are cleaned and converted to homogeneous format. 


Contributions

· Ontario Emergency Management Information Portal (Production site used by 1st Responders): 


        http://www.disasterportal.org/ontario
· Responsphere Dataset Collection:  http://rescue-ibm.calit2.uci.edu/datasets 

· Graduate level seminar course on semantic information extraction and synthesis (CS 290) offered in winter and spring quarters at UCI. Led by Sharad Mehrotra and Naveen Ashish. 

· Mentoring undergraduate research project, supervised by Rajesh Hegde, ECE 191, Engineering Group Design Project at UCSD, Fall 2006 on “Designing an enhanced situational awareness system using GPS and environmental Audio” (http://ece-classweb.ucsd.edu:16080/fall07/ece191/ ). Supervised another project on “A platform for situation aware ubiquitous computing”, ECE 190, Engineering Group Design Project at UCSD, Winter 2007 (http://ece-classweb.ucsd.edu:16080/winter07/ece191/ )

· Graduate level course on speech recognition offered by Rajesh  Hegde  ECE 252B, Speech Recognition, ECE department, UCSD, Spring 2007 (http://ece-classweb.ucsd.edu:16080/spring07/ece252b/ )

· Seminar on “Situational Awareness  Technologies for Disaster Response”


Presenter: Naveen Ashish


Date and location: July 26th  2006, Arlington, VA 


Seminar presented on invitation from the Institute for Defense and Government Analysis (IDGA), for 
workshop focused on Technologies for Search and Rescue...
Policy-driven Information Sharing Architecture (PISA)
The objective of PISA is to understand data sharing and privacy policies of organizations and individuals; and devise scalable IT solutions to represent and enforce such policies to enable seamless information sharing across all entities involved in a disaster. We will are working to design, develop, and evaluate a flexible, customizable, dynamic, robust, scalable, policy-driven architecture for information sharing that ensures the right information flows to the right person at the right time with minimal manual human intervention and automated enforcement of information-sharing policies, all in the context of a particular disaster scenario: a derailment with chemical spill, fire, and threat of explosion in Champaign.


Activities and Findings
1. During this year we addressed technical and sociological problems that were identified through the derailment crisis scenario that is the focus point for PISA.   As discussed below, our main efforts during the past year were (1) sociology focus groups in Champaign; (2) a completed version of TrustBuilder2 trust establishment software that will be integrated with DHS’s Disaster Management Interoperability Services software to demonstrate how flexible policy-driven authorization services can be incorporated into a disaster information broker; and new work that addresses information sharing needs in family reunification (a need identified in the derailment scenario) by (3) providing user-friendly authorization facilities for crisis victims and their friends and family, and (4) by providing information integration facilities that can amalgamate friends-and-family notices taken from grass-roots and government-sponsored family reunification web sites.  We describe each of these in more detail below. 

Products
1. Develoedp small, replicated disaster information broker to facilitate sharing.  Integrated broker with SAMI and with Message Bus. 

2. Logcrypt Software: availabe on www.itr-rescue.org .  
3. Continue scalability and availabilty work.

4. Simple Authentication for the Web (SAW): SAW is a user-friendly alternative to requiring users to provide a password at each web site they patronize.  SAW eliminates passwords and their associated management headaches by leveraging popular messaging services, including email, text messages, pagers, and instant messaging.  Additional server-side support integrates SAW with web technology (blogs, wikis, web servers) and browser toolbars for Firefox and Internet Explorer.

Contributions

(1)  In August 2006, Rescue sociologists facilitated three focus groups for 28 first responders and other key players in Champaign, exploring how the community’s public safety and emergency management organizations would interact and communicate using technology in response to the derailment with chemical spill scenario. From the data collected, several key observations have been identified, including challenges and problems the community faces in this scenario, and technology solutions and suggestions; we highlight these below.

Information sharing barriers identified by participants included emergency communications and notifications to the public, interoperable radio communication between responding organizations, the need for robust cellular networks, quick identification of spilled chemicals, and chemical containment to prevent contamination and long-term impact.  Group participants identified the following types of technologies as potentially helpful for responding more effectively to the scenario event:  technologies for chemical identification (including remote-controlled or UAV aircraft for visual images and identification, unmanned monitors, and IR and thermal imaging cameras to more accurately determine the hazard); GPS locators for responding resources, to identify where responders, equipment, and transportation are located; priority access to cellular networks for the emergency responder community or satellite phones, independent of the terrestrial telephone system; a “scribe” system to record, tag, and disseminate “information that’s critical publicly or interagency-wise”; an integrated GIS (geographic information system) for the region to provide an overview of multiple cities; and a text-based reverse-911 system that sends customized information bulletins.

(2) We decided to use the US government’s Disaster Management Information System (DMIS) as the underlying information-sharing infrastructure for PISA, with policy management facilities layered atop DMIS.  Given that SAMI’s analysis facilities are not particularly relevant for the derailment scenario, we will not integrate SAMI with DMIS.  We determined that DMIS has rigid authorization requirements that may limit its effectiveness in a crisis, so we have chosen to concentrate on the addition of flexible authorization facilities to DMIS, as described below.

We rearchitected and rebuilt TrustBuilder, our runtime system for authorization in open systems.  TrustBuilder 2 builds on our insights from using TrustBuilder over several years; it is more flexible, modular, extensible, tunable, and robust against attack. TrustBuilder 2 is now fully implemented and documented, and we have begun work to integrate it with DMIS.

We also designed, built, and evaluated an efficient solution to the trust negotiation policy compliance checker problem, and incorporated it into TrustBuilder 2.  That is, given some authorization policy p and a set C of credentials, determine all unique subsets of C that can be used to minimally satisfy p.   Finding all such satisfying sets of credentials is important, as it enables the design of trust establishment strategies that can be guaranteed to be complete: that is, they will establish trust if at all possible.   Previous solutions to this problem have required exponential running time. We have reformulated this as a pattern-matching problem and have developed a solution with linear runtime overheads.  We have also shown that existing policy languages can be compiled into the intermediate language that we use, so that our compliance checker a general solution to this important problem.

We also investigated an important gap that exists between trust negotiation theory and the use of these protocols in realistic distributed systems, such as information sharing infrastructures for crisis response.   Trust negotiation systems lack the notion of a consistent global state in which the satisfaction of authorization policies should be checked.  We have shown that the most intuitive notion of consistency fails to provide basic safety guarantees under certain circumstances and can, in fact, can cause the permission of accesses that would be denied in any system using a centralized authorization protocol.  We have proposed a hierarchy with several more refined notions of consistency that provide stronger safety guarantees and developed provably-correct algorithms that allow each of these refined notions of consistency to be attained in practice with minimal overheads. 

(3) In response to confidentiality concerns identified in the derailment scenario for family and friends reunification, we worked to develop lightweight approaches for establishing trust across security domains. Many crisis response organizations have limited information technology resources and training, especially in small to mid-size cities.  Victims need a way to ensure that messages they post are only read by the intended family members and friends, and vice versa.  Obviously logins, passwords, PKI infrastructure, and other heavyweight authentication solutions are not practical in this context.

During the past year, we first developed automated email-based password reestablishment (EBPR) as an efficient, cost-effective means to deal with forgotten passwords, and then leveraged this to create a no-accounts-needed approach to user authentication for family-and-friends web sites. With EBPR, email providers authenticate users on behalf of web sites. This method works because web sites trust email providers to deliver messages to their intended recipients. Simple Authentication for the Web (SAW) improves upon this basic approach to user authentication to create an alternative to password-based logins. SAW (i) removes the setup and management costs of passwords at EBPR-enabled sites; (ii) provides single sign-on without a specialized identity provider; (iii) thwarts passive attacks and raises the bar for active attacks; (iv) enables easy, secure sharing and collaboration without passwords; (v) provides intuitive delegation and revocation of authority; and (vi) facilitates client-side auditing of interactions.  SAW can potentially be used to simplify web logins at all web sites that currently use email to reset passwords.

1.  Data from friends-and-family reunification web sites are extremely heterogeneous in terms of their structures, representations, file formats, and page layouts. A significant amount of effort is needed in order to bring the data into a structured database. Further, there are many missing values in the extracted data from these sites. These missing values make it harder to match queries to data.   Due to the noisiness of the information, an integrated portal for friends-and-family web sites must support approximate query answering. We have worked on these and related issues in the past year; the resulting demo of our information integration technology is available at http://fr.ics.uci.edu/, with data from 16,000 missing person reports taken from three
Customized Dissemination in the Large

This goal of this project is to generate the next generation of warning systems using which information is disseminated to the public at large specifically to encourage self-protective actions, such as evacuation from endangered areas and sheltering-in-place.
In the third year of the project, we focused our efforts along the two case studies that represent two extremes along the warning time spectrum. The first case study is on real-time seismic alerts which are very short term alert technologies where timelines range from minutes/seconds before impact to hours after impact.  The second case study involves longer-term warnings for hurricanes and techniques to reach highly diverse populations effectively when ample warning time (days) are available.   Each of these studies will utilize the Responsphere testbed and Responsphere equipment.

For these studies, the scientific grand challenges that will be addressed in our efforts involve (a) Understanding dissemination scenarios by identifying and studying the role of factors involved  in determining when, what and whom to warn (b) Supporting customization needs through flexible, timely, and scalable technologies and (c) developing Scalable, robust delivery infrastructures to enable timely dissemination services from unstable and unreliable resources using a peer-based architecture for both wired and wireless dissemination to the public at large. Progress was made in Year 4 along all three thrusts and the development of an artifact that integrates our research into a usable system.  
We have also initiated a project on scalable and reliable information dissemination using heterogeneous communication networks (telephony, cellular, WiFi, mobile ad-hoc etc.) within the Responsphere testbed in addition to our effort in delivering information over traditional Internet based technologies. 


Activities and Findings
During the fourth year of this project, we have concretized and worked more deeply on the subthrusts that were developed in year three.  Progress in SubThrust1 was made mainly in understanding the dissemination scenario for the case where longer warning times were possible (e.g. hurricanes). An understanding of such network structures and information flow through people in these networks guides the development and deployment of IT techniques for customized dissemination in wired/wireless networks.  We formalized a Pub/Sub framework for customized information dissemination (SubThrust 2) that customizes and delivers the published content based on knowledge of end-user factors such as the receiving devices and other pertinent factors..  The framework attempts to minimize the overall cost of customized content transmission – specifically, content format adaptation cost and content transmission cost. We have determined that achieving optimal customized information dissemination in this setting is an NP-complete problem.and propose distributed heuristics to address the issue. 

Significant progress was made in SubThrust 3 on robust and scalable delivery both in wired and wireless networks.  Building upon last year’s work on the CREW protocol for Flash Dissemination protocol, we developed a new protocol (Roulette) that works even under extreme faults (catastrophes) where a large percentage of the participating nodes in the peer network failed simultaneously. Interestingly, the application of this protocol is not restricted to just disaster scenarios.  A very general use case for the Roulette protocol is to support scalability in web servers.  We have developed an tested Flashback, a self-scalable distributed web server technology that uses the Roulette protocol – we show that a multiple catastrophe resilient protocol such as Roulette is a necessity to build truly scalable web servers.  We have also designed and simulated various wireless broadcast protocols for dissemination of application data. This involved designing protocols that can not only disseminate data fast in an ad-hoc network, but also with high reliability. We have also made progress in enhancing this work in designing protocols for guaranteed delivery with fast dissemination.

We have also made significant progress in building the Crisis Alert artifact. The goal of this application is to provide a framework in which to integrate and test the research in the area of dissemination of information that is being done in the Rescue project, in order to test and validate it in a real scenario. During this year we designed and developed an application, called Crisis Alert, addressing the issue of the dissemination of emergency information to organizations, such as schools and hospitals. This application is not intended to replace existing systems or procedures, but to serve on top of them in order to leverage the current response knowledge.

We describe in more detail the specific projects classified under the three main dissemination subthrusts below.  

Understanding Dissemination Scenarios

Continuing our work with collaborator Miguel Tirado (California State Monterrey), we have studied the structure of emergent interorganizational communication networks within two communities impacted by Hurricane Katrina.  Our findings have highlighted the importance of nonroutine communication channels in disseminating information during the response (when conventional infrastructure was severely degraded by wind and water damage).  In both communities, we also find that inclusion in the community emergency operations plan (EOP) is not a significant predictor of brokerage, contrary to what would be expected if specially designated organizations were substantially more likely to occupy critical coordinative roles in the response.  Also contrary to expectations, only a minority (23%) of organizational informants described their communications as "innovative," suggesting that the spontaneous reorganization required by (and observed during) extreme events is not always understood as reflecting novel behavior by practitioners in the field.  Insofar as this is the case, adaptive technologies for information dissemination during disasters may not be fully utilized if they are labeled as being specifically intended to facilitate nonroutine circumstances – if the end user community does not recognize the extent of improvisation which is involved in their activities, they may not mobilize technologies which are designed for that purpose.

In a different vein, we have performed a series of simulation studies to explore the behavior of information (e.g., emergency notifications) diffusing through large-scale social networks.  One application of interest which was identified by the customized dissemination team was the notification within schools; to this end, we have used existing data on student networks to examine the behavior of information diffusion within this context.  Preliminary findings suggest that diffusion based on word of mouth (based on initial "seed" sources, e.g., from a warning system) will be rapid, but may entail a large number of intermediary steps.  (This is despite the small diameters of the networks in question – although network theorists frequently assume that messages will flow along geodesics, we have shown that this assumption is very poor for more realistic diffusion processes.)  A large body of literature has established the potential for corruption of information based on the number of intermediaries through which it is passed, particularly when the signal being transmitted has many elements.  Our findings thus suggest that informal message passing given an initial warning will be very rapid, but will often be inaccurate for complex messages.  This phenomenon may be somewhat attenuated by the use of a larger initial target population; we are currently attempting to identify heuristics for message placement to minimize signal corruption, for use in deploying customized dissemination systems.

Supporting Customization Needs

Customized Dissemination via Peer-Based Publish/Subscribe Frameworks.   Our efforts in understanding the dissemination scenarios have revealed the need for customized dissemination. Our work investigates the use of a distributed publish/subscribe based infrastructure as a suitable platform using which customization needs can be captured and explored. The underlying pub/sub model consists of a set of pub/sub servers (brokers) connected to each other through an overlay network.  Publishers and subscribers connect to one of the brokers to send or receive publications and subscriptions. The main goal of most existing pub/sub approaches is to increase scalability of the pub/sub system through reducing each broker’s load; for example, techniques have been developed to reduce the total cost of matching and routing events. A common approach is to construct a spanning tree on the pub/sub overlay network to forward subscriptions and publications. This allows avoiding diffusion of content in parts of the pub/sub network where there are no subscribers and prevent multiple deliveries of events. 

In multicast or broadcast systems there is a predefined group of receivers that constitute a group and published content is disseminated among these receivers. Providing efficient and scalable multicasting systems have been an important research field for several years. IP multicasting was one of the first technique that has been used for content dissemination among group of receivers. IP multicast, however, suffers from many shortcomings including need for network level support. Application layer multicasting schemes have been proposed to overcome these short comings. Application layer multicast does not need any specific support from routers and can be used in any point to point network. Despite their scalability and efficiency, multicast systems do not provide any kind of customization in content dissemination. 

Publish/Subscribes (pub/sub) systems provide a selective dissemination scheme that delivers published content only to the receivers that have described their interest in the published content.  While richer subscription languages offer increased expressiveness and flexibility, they introduce additional challenges for subscription management and matching of publications to subscriptions. To alleviate subscription management and content matching complexity of content-based pub/sub, we proposed a novel representation of content space including subscriptions and publications by mapping multidimensional content space into a one dimensional representation using space filling curves. Our proposed technique provides fast and scalable subscription management tools such as subscription covering, subsumption and merging tools. It also provides a significantly fast and efficient content matching that speeds up content dissemination.

Fault Tolerant Pub-Sub:  Pub-sub systems used in crisis situations should address failures that are characteristic of such  environments.  Recent work on fault resilient pub/sub systems (DHT-based Pub/Sub) try to address failures by providing backup nodes for content brokers. However, this approach cannot deal with the situation where a broker and its back ups  fail. We proposed novel pub/sub architecture to address failures in pub/sub system. by organizing event brokers in clusters. Multiple inter-cluster links provide continuous availability of dissemination service in presence of broker failure without requiring subscription retransmission or reconstruction of broker overlay. Furthermore, the proposed architecture balances broker load and provides a fast event dissemination infrastructure that significantly reduces subscription and publication dissemination traffic and load on event brokers. Our experimental results show that even in the presence of 10% failure rate in broker network, event dissemination is not interrupted and dissemination speed and load are not affected significantly. 

Optimizing content customization:  In existing pub-sub frameworks, all subscribers receive content in the same format as it is published in. We believe a more sophisticated information dissemination system not only should deliver content only to the interested subscribers but also in the specific format suitable for each subscriber. As an example consider the dissemination of a shake map to affected individuals in a geographic region  must take into account the fact that different receivers may have different devices (PCs, PDAs, cell phones) and therefore may require the map in different formats and a variety of resolutions.   The key challenge is one of where the customization should happen. Using a structured peer-to-peer overlay as a backbone, we formulated the problem of operator placement as an optimization problem that minimizes the content dissemination cost which consists of network cost and computation cost. We showed that finding the minimum cost customized dissemination plan is an NP-complete problem. Then, we proposed a distributed heuristic for customized content dissemination.  

Scalable and Robust Delivery Infrastructures.
Catastrophe Resilient Flash Dissemination in Heterogeneous Networks.  

The goal of Flash Dissemination is rapid distribution (over the Internet) of varying amounts of data to a large number of recipients in as short a time period as possible. Given the unpredictability in its need, the unstable nature of networks/systems and the varying characteristics of delivered content, flash-dissemination has different concerns and constraints as compared to traditional broadcast or content delivery systems. First, the underlying protocols must be able to disseminate as fast (or faster) as current highly optimized content delivery systems under normal circumstances. In addition, such protocols must be highly fault-resilient under unstable conditions and adapt rapidly in a constantly changing environment. 

1) We concretized the notion of catastrophe-resilience using the case study of Earthquakes.  If a major Earthquake were to hit the Southern California region, it is quite likely that almost 40% of overlay nodes would be affected due to router, power and server failures.  In this situation, we investigated how an overlay P2P network can disseminate data quickly even in the presence of these massive failures.

2) While natural catastrophes are a rare occurrence, we also identified a use-case scenario for catastrophe resilient flash dissemination that can occur very widely.  We show in the case of building a distributed web server, where end users (browsers) typically stay in the overlay for less than 10 seconds, the problem is that of repeated catastrophes.  Building a catastrophe resilient flash dissemination protocol is key to providing good user experience in a fully end-user based distributed web server.

3) We built a protocol, Roulette, that is based upon theory of random expander graphs that can handle catastrophes quickly and easily.  It also uses a unique distributed heart-beat mechanism which implicitly ties in data exchange to scale to a very dense overlay which provides the desired properties of fast dissemination under catastrophe failures.

4) We built a complete distributed web server, Flashback, using the Roulette protocol and set up a demonstration web site.  Flashback will soon be merged into the disaster portal to make the site seamlessly scalable to flash crowds.

5) We are currently investigating how to make Flashback a generic technology that can be seamlessly used across a large number of web sites. In particular, we want to relax the constraint that all users are not interested in the same content but they may have overlapping interests. We will explore Pub/Sub theory to design such a system.

Information Dissemination in Heterogeneous Wireless Environments.  

Wireless networks (e.g., cellular, Wi-Fi) extend wireline networks in warning and notifying large number of people (both the public and first responders) in crisis situations.  People with handheld devices (e.g., cell phones, PDAs) not only receive emergency alerts, but also share warnings and other related information between each other via ad hoc networks.  In this work, we study fast, reliable, and efficient dissemination of application-generated data in heterogeneous wireless networks.  

(1)
We have addressed the reliability of broadcasting potentially large-size application content data in wireless ad hoc networks. This suits the application scenarios in which a mobile device has application data with rich information to disseminate to all other devices in the proximity. We have examined the capability of existing ad hoc broadcast/multicast techniques in disseminating large-size data. We have shown that they experience severe performance degradation in terms of delivery ratio when the dissemination data size increases, and that they even fail to deliver any data to any receiver beyond a certain point. We have discovered that the root cause for this is IP fragmentation as well as packet drops by IP queues. To achieve high reliability with large-size data, we have proposed to move the fragmentation functionality from the IP layer up to the application data, and apply fragment-level reliability control on individual fragments. We have developed the READ (Reliable and Efficient Application-data Dissemination) protocol based on this upper-layer fragmentation, which quickly and efficiently deliver large-size data to all receivers in the ad hoc network with a high reliability guarantee.

(2)
We have addressed deterministic reliability of broadcasting application content data in wireless ad hoc networks. This suits the application scenario in which a mobile device has application data with rich information to disseminate to all other devices in the proximity, and it needs to be guaranteed that all reachable nodes receive the data. We have proposed to decompose the reliable dissemination task into two concurrent subtasks: (i) awareness dissemination subtask, which quickly spreads dissemination metadata and makes sure all receivers are informed, (ii) data dissemination subtask, which fragments the real data and guarantees the delivery of the data to all receivers that are aware of the dissemination. We have developed the DREAB (Deterministically Reliable and Efficient Application-data Broadcast) protocol. DREAB is able to provide deterministic reliability guarantee for the delivery of application data to all receivers when network size knowledge is available. It is composed of a push-based awareness dissemination sub-protocol, Peddler, and a push/pull based data dissemination sub-protocol, Pryer. Peddler employs small messages called walkers which traverse the network to spread and confirm dissemination awareness. Pryer does pushing through scoped flooding, and relies on aware receivers’ pulling to ensure data delivery. Integrating Peddler and Pryer, DREAB facilitates the dissemination of a series of data files from a single source node or multiple source nodes on basis of its session semantics. DREAB also takes into account data authentication and integrity aspects of broadcast reliability.  In the coming year, we will focus on real-time broadcasting of video content in wireless ad hoc networks. This suits the application scenario wherein a mobile device captures video and disseminates the video content in real time to all other devices in the proximity.

CrisisAlert:  An Artifact for Customized Dissemination.
In order to reduce the possibility of over-response and under-response of the population to an emergency notification, Crisis Alert has the ability to send emergency notifications that are customized for the needs of each recipient: for a single emergency multiple notifications can be send, depending on the location of the recipient in respect to the area of danger, the type of organization that is going to receive them and other information, such as results of simulations. These notifications can contain maps of the area, location of the open shelters closer to the recipient's location, current state of hospitals and their address and contact information and they can be automatically created by the system according to a set of rules defined during the risk-knowledge phase of deployment of a warning system. 

To reach a greater part of the population and to overcome partial failure of the communication infrastructure, Crisis Alert delivers emergency notifications through different modalities. It is integrated with the existing communication infrastructure. The most important communication channel is provided by the Rapid network based on CREW, a Peer to Peer communication protocols developed in the Rescue Dissemination Project. The system is also able to deliver notifications to PDAs and cell phones.

In delivering notifications, Crisis Alert takes advantage of the emergency response plan of each organization, integrating social networks in the emergency dissemination process. Each organization's emergency plan defines decision makers for each emergency. These decision makers have the responsibility to organize the organization's response to the emergency: one of the goal of the system is to target the emergency notification to them, providing enough information to organize a proper response.

The flexibility of the architecture that we developed enables us to integrate the current research in emergency message dissemination. Both the research in the area of network protocols to disseminate emergency notifications and the research in social networks to improve the way messages affects a community can be integrated into the framework provided by the system: by deploying this system in a real situation we allow these advanced solutions to be put in the hands of emergency responders, allowing our research to be put in use and providing us with important feedback on the problems faced by the emergency personnel.

Since developing this system for alert dissemination arises many concerns that are beyond the scope of an Information Technology project, input and validation are needed from a real case study, mainly to test the usability of the system and to understand the reaction of people involved. Moreover, the dissemination process can be improved by data gathered in a real scenario, by injecting into the system a more specific knowledge of the social environment.  Since the current goal of the Crisis Alert System is to notify organizations of incoming emergencies, educational institutions would be a perfect test bed due to their hierarchical organization and to the heterogeneous nature of subjects they include. Therefore, we already had some preliminary contacts with local structures, the University of

California, Irvine and the Redondo Beach School District, that are both interested in adopting the system and will allow us to perform a pilot study. The purpose of this study is to deploy the prototype that we already have in some real scenarios and to gather feedbacks from the emergency personnel  and from the final recipients in order to integrate this new knowledge in the preexisting system and to validate it with data taken from actual drills.

Portal Based Alert systems.

 Currently Crisis Alert is part of the Disaster Portal Project and it is being used by the city of Ontario for disseminating information about emergencies to the press. The hurricane portal provides three major benefits.  First, it provides simulation results for wind damage to buildings as well as emergency shelter needs prior to or immediately following landfall of the hurricane. Such data can be used for planning purposes and resource allocation.  The portal also serves as a clearinghouse for eyewitness damage reports via a damage survey, which can be used to validate the simulated results.  Finally, the portal provides a suite of sophisticated search, retrieval, and analysis tools for utilizing web content to provide situational awareness.

Cross Project Opportunities.  

The work described above has connections to the PISA, SAMI, privacy and networking projects. For instance, a policy-based infrastructure is being developed for organization-based public dissemination platforms; we are planning to explore commonality of policy specification mechanisms also being studied in PISA.  The public information portal being developed in the SAMI effort will serve as the basis for development of the peer-based hurricane warning platform for the public at large.  Privacy issues arise in customized dissemination over pervasive spaces and in wireless/cellular networks.  Finally, the work on dissemination over heterogeneous wireless networks will cover the mesh network substrate being developed as part of the extreme networking project.

Products

1. Rapid.  A P2P-based flash dissemination system.
2. Flashback.  A server-based archeticture for the Web that reduces load on the main web-server by coopting clients to serve requests.

3. Crisis Alert System.  A multi-modal emergency alert dissemination system.


Contributions

1. By studying communications among community organizations in the Hurricane Katrina response, we have identified challenges relating to dissemination in the context of hurricanes.

2. We proposed a customized dissemination framework based on Publish/Subscribe (Pub/Sub) that not only delivers information to the relevant receivers, but also delivers information in the right format to each receiver.  We have also developed and evaluated techniques for efficient and reliable subscription management. 

3. We have formalized the problem of catastrophe resilient flash dissemination for peer-based systems, designed and evaluated protocols to support rapid dissemination in the presence of catastrophes (significant number of simultaneous faults).  We have addressed the issue of scalable dissemination and developed and implemented Flashback, a system for making web-servers scalable to flash/surge crowds using a P2P approach. Thorough experimentation has shown the superiority of the Roulette protocol and the Flashback system over currently used systems (BitTorrent). For dissemination over wireless networks, we have addressed the issue of reliable broadcast of large size application content data over  wireless ad-hoc networks.

4. We have designed and developed “CrisisAlert”, a software artifact for the dissemination of information to the population during an emergency.  The CrisisAlert system, while primarily designed to support customized and rapid dissemination in the case of short warning times through a variety of modalities is available to the public as part of Disaster Portal (www.disasterportal.org) making it a suitable backbone delivery and customization framework for longer term warnings as well.  An initial version of a hurricane public information portal has been designed and prototyped.  Talks are currently in progress to deploy and evaluate the CrisisAlert system in a phased pilot study at the Redondo beach school district in southern California.  Plans are also underway to integrate CrisisAlert functionality through a portal interface into the Ontario Disaster Portal (developed by RESCUE for the City of Ontario, California).
Privacy Implications of Technology
Privacy concerns in infusing technology into real-world processes and activities arise for a variety of reasons, including unexpected usage and/or misuse for purposes for which the technology was not originally intended. These concerns are further exacerbated by the natural ability of modern information technology to record and make persistent information about entities (individuals, organizations, groups) and their interactions with technologies – information that can be exploited in the future against the interests of those entities. Such concerns, if unaddressed, constitute barriers to technology adoption or worse, result in adopted technology being misused to the detriment of the society. Our objective is to understand privacy concerns in adopting technology from the social and cultural perspective, and design socio-technological solutions to alleviate such concerns.  We focus on applications that are of interest in crisis management. For example, applications for situational awareness might involve personnel and resource tracking, data sharing between multiple individuals across several levels of hierarchy and authority, information integration across databases belonging to different organizations. While many of these applications have to integrate and work with existing systems and procedures across a variety of organizations, another ongoing effort is to build a “sentient” space from ground up where privacy concerns are addressed right from the inception, trying to adhere to the principle of “minimal data collection”.

Activities and Findings
Responsphere provides the Privacy research team with the necessary hardware, software, and drills to create privacy-aware technologies.  While the major focus of the test-bed is disaster response, the privacy-related technologies can translate to almost any domain.  The focus of privacy research during this year has been (and will be for the remainder of the project) in the following areas:
1. Design and implementation of privacy-preserving sentient space to support event-centric applications (SATware system). SATware is a multimodal sensor data stream querying, analysis, and transformation middleware that aims at realizing a sentient system. The goal of SATware is to provide applications with a semantically richer level of abstraction of the physical world compared to raw sensor streams, thereby providing a flexible and powerful application development environment. It supports mechanisms for application builders to specify events of interest to the application, mechanisms to map such events to basic media events detectable directly over sensor streams, a powerful language to compose event streams, and a run-time for detection and transformation of events. SATware is currently being developed in the context of the Responsphere infrastructure at the UC Irvine campus. The key feature of SATware is to enable development of privacy-preserving applications on streaming data. Our goal is to provide various APIs and the corresponding hardware support for enabling variety of privacy-preserving data transformations and security mechanisms. Current plan is to include basic support for streaming-data encryption; key management and authentication of individuals using a combination of RFID technology and biometric information. The eventual goal is to (i) determine the fundamental properties/constraints that need to be met to achieve a specified notion of privacy (k-anonymity, diversity) in context of any event-centric application; (ii) Identify the common primitives required across various privacy-preserving applications and build APIs that allow easy integration during system development.

2. Case study on sociological aspects comparing human behavior with and without privacy-protection techniques incorporated into applications. 

a.  Socially Conscious Surveillance Systems: (i) Artifact Tracking and Green Compliance utilizing RFID and Video Technologies. This mixed-methods research is the first privacy research project supported by the Rescue SATware framework. The research will examine privacy implications of adpoting technologies to bring new efficiencies and capabilities in social/human systems that are not possible without technologies. The focus would be on human systems in the context of smart-space infrastructure created by the Responsphere deployment. During the quasi-experimental quantitative phase, RFID tags will be placed on coffee and drinking cups within the coffee area on the 4th floor of Calit2. Video and RFID readers will be mounted on the coffee room recycle bin. Artifact removal, artifact life cycle (from cup use to recycle bin), and the recycle coefficient will be determined through these technologies. This statistical information will be projected on a display screen located next to the recycle bin. The statistical information is designed to provide the user a) immediate feedback on the green status of coffee room and b) verification that artifact tracking/monitoring (privacy invasion) is taking place, c) amount of misuse of the recycle bin which makes recycling difficult. As a second step, to promote green behavior a "shaming portal" of misusers will be created. Specifically, the people who abuse the recycle bin by putting debris in it would be publically identified as offendors. This process adds a second use of technology to promote green behavior (the first being simply providing simple information about the green status and recycle bin misuse).   

The second phase of this study, a qualitative case study phase, will address the participants' concerns with artifact tracking and highly instrumented/surveilled environments. Coffee room participants will be asked general, open-ended questions regarding the phenomena and their responses coded and analyzed for recurring themes.  The overal objective of the research is to analyze the effects of highly instrumented spaces (smart spaces) on human behavior and understand the participants' attitudes toward privacy in these spaces.

b. Privacy Preserving People Finder. The quality experienced by a user also depends on privacy. Privacy is subjective and depends on the situation (space, time, other people, etc.).  A fundamental question is what mechanisms can we provide privacy consumers and how do we define a privacy consumer's expected privacy?  Is the privacy consumers' expectations met given that quality/privacy experiences are subjective, situation dependent , and depends on expectations?  Can we define QoS mechanisms for privacy and what is the best way(s) to express this privacy service quality to users?  Can we define management mechanisms for users to define and adjust their privacy concerns with regard to technology?   Finally, are these mechanisms utilized and provide the privacy consumer value?

3. Designing a privacy-preserving system for surveillance. We designed a sensor-based surveillance system that detect various “events of interest” for and detect rule-violations in a monitored pervasive space. The novelty of the system is that the identity of an individual is never revealed until he/she violates a certain rule (e.g., an access control policy). The state of the system is maintained using encrypted automatons and a certain (pre-specified) level of anonymity is guaranteed for every individual at all times. The key contributions of this work is to formalize the notion of anonymity and derive the necessary criteria/constraints the data representation and communication protocols need to satisfy in order to ensure the specified level of anonymity for all individuals. We also develop that minimize communication overhead while meeting the privacy constraints.

4. Study of privacy-issues arising in designing applications using location-based data. A variety of applications of privacy issues are raised when location data is collected. This sub-project specifically addresses the privacy concerns in the context of location based service. A clustering-based framework was developed for anonymizing location data for release. Specifically, clustering techniques for trajectory-anonymization were developed. A fundamental challenge in trajectory clustering is dimensionality asymmetry. The assumption of symmetry taken by most clustering techniques makes them inapplicable to this problem since the trajectories are of different lengths. The challenge is to design a similarity measure and a clustering algorithm that can deal with trajectories of different length, i.e., different starting and ending points.

5. Applications development for secure data sharing between individuals and organizations (DataGuard & DataVault).  Computation using secure-coprocessors: During times of crisis, information integration across multiple agencies may be required. For instance, determining the common individuals in two separate lists of names could be an important operation. To carry out such matching securely without exposing other information is an important task. In this sub-project, techniques were developed for secure aggregation and join computation using secure co-processors. Previous techniques in literature were shown to be vulnerable to a variety of attacks and therefore more robust techniques were developed.

6. Secure schemes and protocols for some common suit of operations like data sharing, data integration, tasks: secure schemes for a variety of function computation tasks over encrypted data, secure authentication and identification protocols for pervasive spaces, protocols for simple device-pairing etc. 

a. The first product included design and Implementation of the DataGuard Middleware that builds a secure network drive over the untrusted data storage offered by the Internet data storage providers (IDPs). DataGuard adapts to the heterogeneity in the data models of the IDPs and utilizes cryptographic techniques to preserve data confidentiality and integrity of the client.
b. Another system called DataVault provides data sharing as a service. Its main features are the following: It allows users to outsource their file system and share their data with any user on the Internet. It does not require a third party trusted PKI infrastructure for data sharing to take place. DataVault runs its own novel PKI service to securely share data on the web and allows users to enforce complex security policies at the file level. 

c. In addition, we will extend the DataGuard architecture to allow data sharing to take place between users. We want to overcome the lack of functionality at the IDP side that does now allow secure transfer of data between users. Also, we have previously dealt with privacy-preserving event detection when the set of events to be detected is completely specified. Now we want to extend this work towards detection of “unexpected” or “abnormal” events where the semantics of such events might not be completely known in advance.

Products

1. DataGuard.  This software builds a secure network drive over the untrusted data storage offered by the Internet data storage providers (IDPs).

2. DataVault.  This software rovides data sharing as a service. Its main features are the following: It allows users to outsource their file system and share their data with any user on the Internet. It does not require a third party trusted PKI infrastructure for data sharing to take place. DataVault runs its own novel PKI service to securely share data on the web and allows users to enforce complex security policies at the file level.

Contributions

1. We are currently collecting baseline metrics for the mixed-methods privacy study entitled: Socially Conscious Surveillance Systems: Artifact Tracking and Green Compliance utilizing RFID and Video Technologies.  We intend to perform the instrumented quantitative analysis in July of this year, followed by a qualitative phase in August.  Submission deadline to ACM CHI is 19 SEP 07.  This contributes to the basic body of scnentific knowledge by adding to the literature on privacy concerns in highly instrumented spaces such as the Responsphere smart space.
2. The DataGuard middleware technology just released a software platform that allows users to securely outsource their information (e.g., documents, video files, and audio files) to untrusted third parties.

3. We recently achieved a stable version of SATware to support privacy research at Rescue.  In June 2007, we incorporated the sensors in Bren Hall to extend privacy research beyond Calit2.
Robust Networking and Information Collection
Work on the robust networking infrastructure for Responsphere has progressed during Year 4. The objective of this infrastructure development is to provide computing, communication, and intelligent information collection, management, and maintenance systems, for on-site use at the site of an emergency. The infrastructure has been developed under the assumption that one or more possible environmental constraints exist, for example, lack of electric power, partial or full unavailability of fixed communication networks, and the presence of heterogeneous sets of communication technologies. We have aimed to continue to develop an efficient, reliable, and scalable network infrastructure for aiding emergency response activities in cases where the given infrastructure is either severely compromised or never existed.

Work on the Networking infrastructure has produced a portfolio of components. In addition  developing a graphical user interface and visualization platform is used in order to improve the network deployment of CalMesh, we have built several derivative devices based on the CalMesh Platform, including CalNode (a cognitive access point), Gizmo, MOP (Mobile Operations Platform), and the WiFli CalMesh Condor. The most notable addition to our infrastructure was the acquisition of out mobile command vehicle for emergency response - a large pickup truck.  Our Non-Uniform Tiled System Optiportal (NUTSO) has been completed and we showed some of the artifacts we have developed -including the Peer-to-Peer Information Collection System and the Location based Vehicle Tracking and Telematics System, as well as our RESCUE integration tool, the Enterprise Service Bus - on its display at a recent project meeting.  NUTSO can be powered by a generator and will be transported in the vehicle to be used during drills.

As our Extreme Networking System has in-built capability to provide adaptive content processing and information dissemination to the first responders and the victim population, we also continued our wireless mesh network optimization studies, and collected much data on network performance during the CalMesh deployment at Operation College Freedom, a full-scale exercise conducted by the San Diego Metropolitan Medical Strike Team (MMST) and run in conjunction with the UC San Diego Campus Police and Emergency Services departments. We have taken measurements and collected datasets related to network traffic, throughput capacity, distribution, and power output of the nodes.

Details of all networking infrastructure and results of related experiments conducted and measurements taken are described below.


Activities and Findings.

Data analysis and measurements made during Operation College Freedom

The RESCUE Project  participated in the San Diego Metropolitan Medical Strike Team (MMST) drill named Operation College Freedom which was conducted in and around Atkinson Hall, the home of UCSD-CalIT2. The Operation College Freedom exercise showcased an unprecedented and productive partnership between the response agencies and the RESCUE/Responsphere projects in University of California, San Diego, where RESCUE researchers have developed several new technologies to be demonstrated during the drill held on August 22, 2007. Wireless access is critical to disaster communications, especially in locations where existing infrastructure has been destroyed. RESCUE/Responsphere researchers deployed an instance of Extreme Networking System (ENS), developed in conjunction with the RESCUE project based on the CalMesh platform (http://calmesh.calit2.net). CalMesh is a wireless mesh node platform of small, lightweight and easily deployable access point boxes which create a Wi-Fi ‘bubble’ at the scene. Nearly all the other new technologies demonstrated at the drill depended on this reliable and robust wireless mesh network to communicate data and information both at the scene and via the Internet. In addition, the medical emergency response application, WIISARD, was deployed, using the ENS system. As part of RESCUE/Responsphere effort, we also setup exhaustive measurement systems and analyzed the data collected. The RESCUE project utilized several tools that were created with support from Responsphere. A brief report about the drill and the network traffic observations made are shown here. Figure A below shows the network topology created by the deployment of ENS during Operation College Freedom. The CalMesh node located close to the command and control center was connected to the UCSD network using a long-haul link with directional antenna. 
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Figure A. Operation College Freedom Network Topology Map

The measurement setup was also laid alongside the deployed ENS. Figure B shows the network topology and the traffic measurement setup during Operation College Freedom. We used three monitoring stations to collect and analyze the data. Each monitor used the commercial data analysis program Ethereal to capture data from the channel in which the ENS system was deployed. Some of the data obtained from these measurements is discussed later in this document. These measurements are created by the data collected by the three-node-Ethereal measurement system. Figure 4 also shows the throughput obtained between CalMesh routers during the drill. 
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Figure B. Network topology and measurement setup

Packet delay is one of the important measures of network performance and we found a temporal behavior during the Operation College Freedom drill. During the peak packet loss, the network performance was rather low. This was found to be partly due to the routing strategy used in the network which included spanning-tree based routing. Subsequently, we modified the network design to include a network layer routing protocol that utilizes the full mesh capability in the revised CalMesh design. Figure C shows the packet loss Vs time during the drill. 
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Figure C. Packet delay cs time during network operation.

The cumulative packet loss performance analysis is shown in Figure D. Here, we found that most of the time during the drill, the ENS deployment was working well although the cumulative packet loss suddenly rose to a high value at 11.00AM. Around this time, the network was facing a topology change which contributed to the high packet loss. We carried out a comprehensive throughput measurement, results are presented in Table A. 
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Figure D. Cumulative packet loss vs time during Operation College Freedom

Table A shows the throughput measured across different pairs of CalMesh nodes. We noticed a throughput of about 1.15Mbps to 1.21 Mbps for up to 3 hops. On an average we obtained link throughput of 3.6Mbps across all the links in the ENS deployed for Operation College Freedom. 

	Source
	Destination
	Throughput (Mbps)
	Hops
	Throughput*hop

	10.1.5.1
	10.1.26.1
	2.99-3.4
	1
	2.99-3.4

	10.1.5.1
	10.1.20.1
	4.32-3.70
	1
	4.32-3.70

	10.1.5.1
	10.1.28.1
	1.3-1.5
	2
	2.66-3.0

	10.1.5.1
	10.1.24.1
	1.59-1.70
	2
	3.18-3.4

	10.1.5.1
	10.1.22.1
	2.00-2.12
	2
	4.0-4.24

	10.1.24.1
	10.1.20.1
	1.15-1.21
	3
	3.45-3.63

	10.1.22.1
	 10.1.24.1 
	.846-1.00
	4
	3.368-4.0

	10.1.22.1
	10.1.28.1
	.812-.864
	4
	3.248-3.456


Table A. Throughput measurement.

We also carried out the traffic distribution studies on the data collected by the measurement system. The packet traffic distribution for the traffic from the Operation College Freedom drill is shown in Figure E. We compared the traffic capture from the drill with the regular traffic captured from UCSD CalIT2 office. We found that the packet length distribution is similar in both systems except that the high packet length that we saw during the drill was not present in normal office traffic. However, we found significant differences in the traffic depending on specific protocol type, for example, UDP. The packet length distribution for UDP as well as TCP traffic appears to differ significantly. 
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Figure E. Packet length distribution.

The packet distribution for UDP packets is shown in Figure F. We found significant differences in the packet length distribution between these two data sets. One of the reasons behind this difference is the design of WIISARD, the medical emergency response application that was running on ENS during the drill, which uses short UDP packets for several control applications. 
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Figure F. Packet length distribution of UDP traffic.

Similar differences were also seen between the TCP packets between the drill traffic and regular office traffic. These differences within the traffic across the drill traffic and regular traffic can be used for configuring the network. 

Throughput capacity is very low in wireless mesh networks and use of wireless mesh network in a scalable way is a challenge. Our theoretical approach towards estimating the non-asymptotic throughput capacity is aimed at finding a solution to this problem. 

Future efforts on this project include a new version of CalNode that can handle lower layer data such as prism header, and a cognitive version of CalMesh which can take into account the cognitive Network capabilities.  Further out we will create a fully developed testbed with 24 CalNodes and multiple servers; a visualization and analysis platform for the data collected by CalNodes; and integration of simulation platforms with research platforms such as CalNode in order to study network behaviors.  We will continue to work with first-responder agencies, industries that are involved in developing the emergency response devices and tactical communication system developers who may find these tools and platforms useful. 

Simulation tools, research platforms, publications, book chapters, and technical reports are the educational outcomes from this project. Intended audience is the student and researcher population from UCSD and other educational institutions.  In the coming year, researchers plan to participate in the following conferences: Infocom 2008, HotNets-VI, and MobiHoc 2008. 

CalMesh platform for ENS

As part of Responsphere project research, the researchers from the ENS project developed a modular mesh networking platform that can enable research on routing, MAC, and other protocols. As the next generation of CalMesh platform, a new platform called Inter-layer Communication Enhanced Mobile Ad hoc Networks (ICE-MAN) is currently being developed. The first version of the ICE-MAN platform has been created and enabled for studying radio-aware diversity-based routing protocols for ENS. 

During the last year, we developed a number of new capabilities for the CalMesh platform including the following: (a) multi-radio capability, (b) efficient routing, (c) directional antenna capability at the gateway, and (d) Graphical user interface and visualization platform for CalMesh, some of which are discussed here. 

NetViewer: A Graphical User Interface (GUI) and Visualization Platform for CalMesh 

A undergraduate student working with a staff researcher developed the NetViewer, a graphical user interface and visualization tool for CalMesh. This tool provides a unique GUI and capability to obtain the network parameters from a network deployed for emergency response. A snapshot of the network link status taken during Operation College Freedom using this tool is shown in Figure G below. In this figure, the link qualities across the CalMesh nodes present in the ENS deployment are shown with color coding to easily show the strong (green) and weak links (red links). Figure G below shows the Signal Strength map at 10:52 a.m. during the exercise. (Numbers in each column are IP addresses of nodes; m and p are for mini-pci and pcmci card (2 radios of each box.)
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Figure G. Snapshot of network link status from Operation College Freedom

This GUI and visualization platform is used in order to improve the network deployment in real time. This detailed GUI for ENS helped to better manage the ENS during deployment exercises. A topological view of the NetViewer in a 10 node network is shown in Figure H. 
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Figure H. Snapshots of NetViewer v1.0

Scalable topology and activity visualization platform  (STAV) 

One of the problems that we faced with the huge data sets collected during these emergency response drills is the analysis of data. Commercial tools such as OPNET and Ethereal provided only limited capability to visualize the traffic activities and network topology from the large data sets. In addition, large data sets need laborious manual interaction when using these commercial tools. In order to handle such large data sets, we developed a tool that can be used for evaluating the monitored data for network topologies at network layer as well as MAC layer. The developed tool can produce an animation on the topological changes that took place on the network over time. In addition to the large sets of off-line data monitored from the network deployments over a period of time, this tool can also be used to visualize the network activity and topology in real time. Figure K shows the block diagram of this tool: Scalable Topology and Activity Visualization platform (STAV). 
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Figure K. Schematic diagram of STAV.

This tool has been applied on the data sets collected from Operation College Freedom in order to study the topological variation over time and the packet transfer activity on the wireless links in the deployed ENS. The outcome provided very interesting information on the topology changes that took place during the drill. 

CalNode platform for Cognitive Networking 

We developed the CalNode platform with partial support from Responsphere. This is a platform that enables research for SGER-CogNet and ITR-RESCUE. CalNode is a cognitive access point which collects, models, and captures the spatio-temporal characteristics of the network traffic in order to optimize network service provisioning. Figure L (a) shows an image of CalNode and Figure L (b) a sample of the traffic model built by it. A set of 15 CalNodes are produced with help from Responsphere and another 12 is pending funding. These devices are used for building a large scale testbed for enabling research under RESCUE and CogNet, both NSF funded research projects. The traffic pattern obtained has been found to be dependent on the environment, day of a week, time of day, and location. Figure L (b) shows the traffic pattern on Sundays obtained from one of our residential testbeds which shows the low 802.11b traffic on most channels except the channels 11 and 6. The traffic pattern was different for other days. Therefore, the network optimization such as channel selection, protocol parameter optimization, and network topology reconfiguration can be done based on the traffic pattern. In conclusion, CalNode enables design and configuration of wireless networks by understanding the spatio-temporal characteristics and periodicity of network traffic. 
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Figure L (a) A view of CalNode and (b) traffic pattern obtained by CalNode on Sundays in a residential environment.

Simulation platforms/tools/models

The following simulation models/platforms are built as part of this project in the last reporting period. 

A simulation model/platform is developed to study the effect of link distances on the performance of 802.11 is developed. Using this simulation platform new schemes that can dynamically vary the MAC protocol parameters in order to adapt the MAC protocol to operate in a widely varying link distances are proposed. 

Another simulation model/platform is developed to study the effect of information sharing in emergency response communication. We studied the performance gain achieve in exchanging the MAC layer information. This simulation platform is built on collaboration with CogNet project. 

A simulation platform/model is built to study the non-asymptotic throughput capacity of wireless mesh networks under multiple constraints such as placement, QoS, and hop length constraints. 

Another simulation platform/model was built to study the concept of Sentient Networking which integrates the networking and signal processing concepts to support a variety of non-traditional services in next generation wireless networking. Using this simulation model, we developed a new scheme where the network packets can be classified without checking the header fields. 

Data sets/Data bases: A dataset has been created from the traffic captures during the Operation College Freedom. This is made available for research for other researchers as well. B. S. Manoj (bsmanoj@ucsd.edu) is the contact person for disseminating the collected network traffic data sets. 

IEEE 802.11 Radio Aware MAC:

A simulation study was conducted to evaluate the feasibility of a channel probing routing algorithm which uses feedback from a modified MAC protocol (based on 802.11) denoted ODMLS. In the proposed solution, the routing protocol can cooperate with the MAC layer to provide power control and channel dependent forwarding. By establishing non-disjoint multiple paths between each source and destination, nodes may be able to avoid links that are currently in a deep signal fade by choosing a more beneficial next hop path. Even though power control was applied in the simulation, which improved the performance, it was the link diversity and the fading awareness that had most positive performance impact. The proposed solution displays a significant performance gain compared to a system using 802.11 MAC combined with AODV routing. This was verified through a set of simulations in a five node network topology.

Channel Quality Indicator (CQI) feedback: In order to make a local decision on the best next hop node, the path loss information as seen at the receiving node needs to be fed back to the sending node. This procedure creates data overhead and also additional packet transfer delay. Hence, the selected transmit power and data rate combination may no longer fit the channel. First, we establish a better understanding of delayed tolerated in actual Wi-Fi networks. Second, a proof of concept testbed will be implemented. 

Achievable Capacity Regions: The “best” next hop node is not only dependent on the link quality, but also traffic load conditions in the next hop nodes. A combined view of both radio channel and node load conditions needs to be considered. The first step is to establish the overall capacity regions of the mesh network, given an offered traffic matrix, to get an understanding of the upper/lower capacity boundaries in ideal cases. Later, models of a shared radio channel access will be introduced to further refine the capacity regions. 

Packet reordering: The dispersion of data packets along different paths in the network will most likely lead to a reordering of packets at the destination node. In particular, if packet rates are high or packets are sent in bursts. Packets received out of order may have an adverse effect on higher layer protocols such as TCP since it may be interpreted as a packet loss. We are developing a different reordering mechanism that minimizes the effect on higher layer protocols.

Route loops: Since each node is making a local decision of next hop node, the loop-free properties of an end-to-end routing will not be maintained. Each successive locally decided hop may lead a packet to a node which it already passed through. We will investigate the stability of path diversity-based routing protocols.

ARP-AODV

The ARP-AODV protocol extends the AODV mesh network routing protocol (MANET IETF) with added address resolution functions. The protocol operates on both IP layer and Ethernet layer and allows packets to be forwarded between internal mesh nodes on the Ethernet layer (Layer 2 “routing”). The protocol is designed to also offer mobility support for the nodes and the clients in the mesh network. Clients must be able to associate with the mesh nodes without pre-configuration via DHCP. Moreover, the system must assume that clients are standard IEEE 802.11a/b/g compatible and only communicates via legacy TCP/IP protocols, the clients will not be able to process any of the ARP-AODV specific packets.  

Our plan for continuing with improving the routing protocols includes finishing the first phase experimental radio diversity study and establishing an analytic model for upper/lower bounds of capacity in an opportunistic routed-mesh network with load-impacted nodes, and evaluating a prototype of ARP-AODV in the CalMesh environment.


Further into year 4, we plan to continue with experiments to study the impact of multi-hop traffic on diversity gains and develop a simulation model of the upper/lower bounds with interference model; evaluate a full version of ARP-AODV in the CalMesh environment and continue refinement and optimizations; evaluate protocol modifications of the MAC layer that will allow for opportunistic selection of next hop nodes; develop a simulation model of a full mesh network including protocol evaluations of an opportunistic mesh routing protocol (that models TCP end-to-end); and implement a full version of ARP-AODV in the CalMesh environment ready for production use, and phase out the spanning-tree based routing algorithm currently used by CalMesh.


CalMesh –Sensor Networking

Sensor networking is a new addition to the CalMesh infrastructure, used to facilitate low power and potentially numerous sensing devices dynamically deployed in a disaster area. Applications range from retrieving medical data in a mass-casualty triage situation (as in the case of the WIISARD project) to detection of hazardous material/agents in areas where first responders need to operate in close proximity. Other applications examples include pollution sensing and construction integrity monitoring in earthquake prone areas (bridges, etc.), which would be deployed in a more fixed/long term fashion.

Early tests of the sensor network system show a range of about 10-20m per node and that in a three hop scenario a 50-60m total range could be achieved. A data source in the form of a pulse-oximeter could deliver data successfully over this distance with a low packet error probability. However, the data rates in this test were kept rather low since only a few sensors were evaluated (<10kbps).

Future plans for the sensor network include improved multihop routing schemes and a low power Zigbee-Wi-Fi gateway node. The latter will enable remote deployments of sensor clusters that can report back over a legacy WiFi network, such as a deployed CalMesh network at a disaster site. The gateway node(s) in this architecture would typically be equipped with a larger battery than the dedicated sensor ZigBee-only nodes. This way the overall network equipment cost and overall lifetime are expected to be lower than in a pure WiFi-based case.

Challenges in the next phase of the sensor network development include, in particular, WiFi-ZigBee co-existence issues, both in the gateway hardware and in the co-located ZigBee and WiFi network deployment scenario. Moreover, in order to achieve an efficient multihop routing protocol, a cross layer (radio-MAC-network layers) design will be pursued. This will require further in-depth knowledge about the radio and processing platform we are using in order to be able to combine interlayer information on a per-packet processing basis. Moreover, sensor network platforms (Atmel’s RZ200 is no exception) typically offer a very constrained design environment in terms of available RAM, CPU cycles, and battery power, adding additional challenges to the overall design effort.

The ability to inter-network with other IP devices lead to a number of challenges with ZigBee (802.15.4) that we are addressing. We have developed IP address mapping to MAC frames (Short addresses and Long Addresses) and Link layer address resolution (ARP/ ND).  We also have developed Link local IP addresses and address assignment procedures; with duplicate address detection. We have MTU considerations, with limited DNS name resolution. However, IP QoS/ Priority support may not be feasible under 802.15.4. Header Compression is working with Multicast and Broadcast Support. Finally, we have Energy Efficient Operation in ad-hoc routing environment
The sensor network system will form an infrastructure, where researchers and students may perform experiments and also form a base for further development to adapt new applications. Such applications may reach beyond the academic community and play a role in a variety of areas (health care, environment monitoring, home control etc.).

RF Modeling 

IEEE 802.11Channel Diversity Experiments

A measurement study was conducted to investigate the properties of a legacy IEEE 802.11 network with respect to radio reception diversity among nodes in a mesh network [2]. This set of experiments aimed at establishing the existence of independent packet drops for a group of receiving nodes in a typical indoor 802.11 office environment. The study showed an independence of the packet drops between the sender and receiving nodes in the case of a single node broadcasting packets to two receiving nodes. Further experiments are under way to also include the continued relaying of packets, which is expected to induce interfering traffic that may result in correlated packet drops.

The experimental set-up used in the investigation is shown in 
Figure
. The study included a post-processing analysis of the received packet traces to investigate channel correlation between packet errors. In addition to packet errors, received signal and noise strength variation with time and inter-arrival times were observed for different placement configurations of the nodes and the access point (AP).  

Test approach

· One Access Point (AP) broadcasts 10000 UDP packets at the rate of 1 packet per 10 milliseconds for each placement configuration.

· Two mobile nodes capture packets using tcpdump.

· All devices are synchronized to the same frequency for channel measurements.

· A separate wireless control interface is established on a different channel to enable mobility of nodes with minimum interference.

· Sequence numbers are inserted in the transmitted packets for observing packet loss profile.

· Log the correctly received packets.

· Measure the packet error rate per receiver and the aggregate packet loss over all receiving nodes (an error only if all nodes did not receive the packet).

· Measure the received RSSI and SNR per receiver.
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Figure M: Measurement Setup
Results

The variation in received signal and noise power with time, inter-arrival times and packet loss profile were observed for different placement of the nodes and the AP. Some results are included below.

All tests were conducted in the Calit2 building 6th floor area late at night to minimize interference. Due to many PCs, cubicles and other structures, it is a very dense scattering environment and the receive nodes were always much further apart than one wavelength, hence the independent channel assumption should hold well. The capture conditions are given in Table  B below. 

	Set No
	AP-Node 100 link
	AP-Node 180 link
	AP-Node 100 distance
	AP-Node 180 distance
	Node 100 throughput
	Node 180 throughput
	Joint throughput

	1
	LOS
	LOS
	10 feet
	10 feet
	95.51%
	94.95%
	99.05%

	2
	NLOS
	LOS
	30 feet
	30 feet
	94.51%
	96.41%
	97.31%

	3
	NLOS
	LOS
	25 feet
	20 feet
	97.05%
	98.48%
	98.77%

	4
	NLOS
	NLOS
	100 feet
	100 feet
	69.95%
	60.07%
	87.75%


Table B.  Capture Conditions for Channel Diversity Experiments

Key observations:

· There is considerable variation in the received power over a range of almost 20-25 dB. The sudden spikes and deep fades are the fast fading components, and the smoother envelope indicates the slow fading effect over time, possibly due to the dynamics of the medium.

· The throughput and received power for the two AP-node pairs is different for all sets, indicating that the channels experienced by them were different, channel diversity exists. In the 4th set, the distance was increased to induce a higher packet loss rate per link.

· The joint throughput (the number of packets received by at least one of the two nodes) for all four sets is higher than the individual node throughputs. This becomes most evident in the last set where the individual links have a high loss rate, while the aggregate is very close to the theoretical optimum. This again shows that diversity exists between the two AP-node pairs. This also supports the principle claim that the overall system throughput can be increased by choosing the right path at any given time. 

· The packet loss profiles of the two nodes are uncorrelated, again supporting the existence of channel diversity. Again, the last set indicates that packet losses in the experiment were uncorrelated, i.e., we have a P (success | packet broadcasted to k nodes) very close to

Psuccess = 1 – Ploss 1 Ploss 2… Ploss k

with k=2 in this case. 

· The inter-arrival duration statistics, together with all the other concurrent packet captures, can give clues about medium access layer contention, backoffs etc. The mean inter-arrival time is 10 ms for all the sets, which was the specified inter-departure time for the broadcast packet test traffic.

WLAN Mesh Network RF Power Output Tests

The RF output power of our WLAN mesh network devices were measured with various transceiver cards. The Uquity card has the highest RF output power at about 600mW, while the Symbol card has the lowest power at about 30mW. Higher power is desirable for point-to-point long distance backhaul links in our mesh network. However, modest power of 100mW like the Atheros card is desirable for wireless bubble coverage versus capacity trade-offs. For example, an outdoor Tablet PC user may be able to receive a signal from our mesh networks from a distance of 1000m, but not be able transmit any data back to our mesh network due to its lower RF output power. Consequently, the local mesh network card should be matched in RF power to the local user’s RF power surrounding the mesh network node. Backhaul nodes out of the mesh bubble can use higher output power cards, since they only communicate with other mesh network nodes. Results of the Wireless LAN Power Amplifier Output Tests are posted on the UCSD Circuits Lab website: http://research.calit2.net/circuitslab/index.php?option=com_content&task=view&id=20&Itemid=37. 

Cellular Network Drive Test

The understanding of commercial cellular network behavior during normal operating conditions is essential when estimating network performance during extreme conditions, such as when parts of the infrastructure are destroyed. 

Mobile operators conduct drive tests of their networks on a regular basis to ensure network quality and performance. A drive test can expose several types of failures, such as handoff failures and coverage issues, and is an important feedback for both regular network planning and network trouble shooting. 

Calit2 is using a cellular network testing tool from Ericsson (TEMS), where a modified mobile phone is connected to a laptop (running TEMS) integrated with a GPS device.
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Figure N.  Drive Test Route

In this study we conducted drive tests between December 18, 2006 and January 8, 2007 on Verizon 1x RTT network using TEMS. The purpose of this study was to reveal any underlying periodicity in the traffic data seen over several days. During the test, a video was downloaded from the YouTube.com website. The drive test route was selected to be a busy portion of Interstate-5 in San Diego and the tests were always conducted between 6pm and 6:30pm PST (Figure N). 

In order to observe similarities with respect to location, Euclidean distances and one mile apart from the start point (see map) were considered. These distance points constitute the x-axis of the graphs below and are also marked on the map.

From a total of nine drive tests we generated four data sets: half under heavy road traffic conditions and the other half under light car traffic conditions. The results are plotted in the graphs below; from the top, these are data rate, signal quality (Ec/Io), soft-handoff count (Active Members), frame error rate (FER), and car speed, respectively. Car speed is an indicator of the car traffic conditions, where we considered it to be light traffic conditions if the speed was above 50 mph.

A mobile phone’s observed data rate depends on several factors, such as, signal quality, available radio resources, application layer throughput, etc. When the car traffic is moving slowly, the mobile network traffic (mainly voice) is expected to increase since more users tend to use their mobiles under those conditions, thereby, leaving less available radio resources for data traffic.

We observed that during the hours of our experiment, the I-5 usually got congested between the Hwy 52/I-5 junction and the Garnet Avenue exit/on-ramp. This corresponds to points between 2.5 to 3.5 miles in the diagrams below. We can also see that the data rates are higher during light car traffic (average 128 kbps) while it drops to an average of 70 kbps for heavy car traffic in this interval.

Figure P.  Drive Test Experiment Results[image: image13.emf]0 1 2 3 4 5 6
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Figure P.  Drive Test Experiment Results

Ec/Io is an indicator of signal quality and in the experiment it is almost independent of the road conditions (light/heavy car traffic), hence the CDMA network can handle the increased traffic from additional users. Most of the road is also covered by multiple mobile network cell sectors as can be seen from the Active Member count, which means that soft-handoff enables a sustainable, high data rate even at high speeds.

The drive test experiment indicates that there is a certain predictability of user traffic seen at the same time period over different days (Figure P.). It also shows that the network is designed to handle the traffic variations seen during normal operating conditions, which gives us a good baseline for estimating behavior when parts of the infrastructure is destroyed after, for instance, a natural disaster.

Gizmo 

GIZMO is a mesh network node on top of a radio –controlled toy truck for outdoor autonomous deployment using GPS. It is an extension of CalMesh, Calit2’s wireless ad hoc mesh networking project to bring WiFi connectivity to an area where communications are down. Once the CalMesh nodes have been deployed, users can check the homogeneity and stability of the network throughout the area of coverage in order to fix possible gaps (spots with no coverage). GIZMO is equipped with an open-source signal strength detector developed by UCSD undergraduate students, which can detect SSIDS, IP addresses, MAC addresses, type of connectivity, and signal strength. GIZMO also has a GPS module, so it can record location-specific measurements over time as it is driven around an area. The data is sent over the CalMesh network and stored remotely. The audio and video outputs let users get situational awareness of a remote location, while corresponding inputs can be used to guide the truck’s path. Integrated environmental sensors will allow the truck to collect gas sensor data (e.g., from a carbon monoxide sensor) and send measurements via SMS to a designated cell phone or web page. The node also remains fully operational while the remote-controlled vehicle is in motion. 

Gizmo is a growing family of cutting-edge research tools, with each new version better than the last. A new, larger chassis has been developed which has significant improvements in capability, including the ability to navigate rough terrains. The number of communication channels has been expanded from three to 16 which greatly refines control of the truck and provides expanded capabilities. New remote control interfaces have been developed such as Chatting, peer to peer, and client mode. A new circuit board has been designed to integrate all the devices and sensors present on the truck.   Figure Q shows a typical Gizmo configuration.
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Figure Q.  Gizmo

Three Gizmo trucks have been built; two medium-sized vehicles and one larger version. In the future, the two medium ones will be taken apart to build an upgraded version. A circuit board has been designed in order to integrate all the components present in Gizmo (16 servos, one gas sensor, 4 serial ports, +12V and +5V inputs/outputs, and Bluetooth).  Software capable of “sniffing” the signal strength present in the air has been developed. A MySQL-based interface is currently in progress, which will allow retrieval of data from any computer almost in real time. 

Upcoming versions will add mesh network features which will enable mobile-to-mobile mesh networking (vs. mobile-to-fixed mesh networking). GIZMO features 4-Wheel drive, 4-Wheel steering, 4-Wheel independent suspension, and dual LiPolymer batteries with dual-drive motors. Currently, GIZMO can go down stairs, and up stairs crab-climbing is under consideration.

A distance/collision system has been designed and will be integrated into the system after the chassis upgrade. Improvements to the distance/collision software will expand Gizmo's ability to respond to different obstacles and environmental situations.

GPS walking directions will be added in future versions for long-distance navigation. As will infrared and ultrasound obstacle avoidance, to negotiate around pedestrians. Also planned is the capability to respond to voice commands. Some Bluetooth phones have speech recognition APIs which will be used to convert speech to Gizmo commands. 

The underlying motivation of the Gizmo project is to create an autonomous multi-radio platform that can be controlled by many kinds of interfaces and can be used for a wide variety of applications, such as, disaster response environments, radio frequency (RF) mapping, data gathering and educational purposes, as well as others.

MOP (Mobile Operations Platform)

A Roomba is an off-the-shelf, disk-like robotic vacuum cleaner that travels around a room cleaning on its own. We have developed an indoor position locator for a Roomba, turning it into a reliable navigation system -- the Mobile Operations platform (MOP). Given a point of origin, MOP can map its location inside a building, while measuring the WiFi signal strength of available local networks. The information is sent to over 802.11 to a server for display in a graphical user interface. This project is related to Calit2’s Gizmo truck, a WiFi signal recorder for outdoor deployment, which uses GPS to determine position. GPS does not work indoors because it cannot access a satellite downlink. Hence, MOP is a solution for an indoor mapping and WiFi recording system.  Both Gizmo and MOP support CalMesh, a deployable ad-hoc mesh network developed at Calit2. In a disaster, CalMesh boxes can be deployed to create a bubble of connectivity for accessing the Internet and team communication in an environment where the telecommunications infrastructure is damaged or nonexistent.

We have built one MOP platform, consisting of a modified Roomba (from IRobot) chassis, (see Figure R)  All the vacuum hardware has been removed. A wireless WRAP board, a Serial interface, a USB connection, and new power circuitry have been installed. An acrylic platform has been mounted on top of the device which holds an antenna and future sensors. Also, the Roomba software has been erased and substituted with new code developed in the circuit lab (http://circuitslab.calit2.net).
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Figure R.  MOP (Mobile Operations Platform)

We are currently working on creating a MySQL-based interface which will display all the data collected by the MOP. Also, we are installing a digital compass which will support the indoor location algorithm developed by our team in correcting errors produce by drifting wheel alignment. The MOP distance is calculated by counting wheel revolutions, but direction is calculated from a magnetometer. 

MOP can play any M.I.D.I. file, and we are planning to integrate a mini pci video and audio card with a WRAP board which will allow real-time video streaming and voice over IP.

WiFli CalMesh Condor
The project WiFli Mesh Condor was originated with the idea of expanding and improving our network deployment capabilities. It started as a senior graduate independent design course ECE299. It is often the case in emergency response environments that not every area is accessible, nor is every terrain smooth. Therefore, deployment of a communications network becomes very complicated and time consuming. Gizmo and MOP projects facilitate the deployment of the CalMesh network. Even though the new upgraded Gizmo truck can go through rough terrains, it will always be limited by some obstacles. The WiFli CalMesh Condor offers a faster and dependable system. 

The “WiFli” system will consist of several planes able to create a Network bubble instantaneously. These planes will be deployed during disasters and emergency situations to support the communication between different response teams such as medical, SWAT, police, and MMST.

The WiFli CalMesh Condor (Figure S.) will be able to autonomously station keepover a designated area. The Condor features autonomous navigation from the launching area to station keeping area, followed by autonomous navigation from the station keeping area to recovery area. In flight communications are part of our ground based and airborne wireless mesh network. Condor is expected to be Bungee launched, 45 to 60 degrees from vertical with a Maple seed twirling recovery landing. 
WiFli Condor Specifications:

· Flies around in lazy figure 8s, crossing a GPS coordinate sent from the ground

· Flies at low altitude, just above the treetops or parking lot light polls

· Forms a ad-hoc mesh network in the sky between our ground based nodes and other CalMesh Condors

· Forms up the famous Calit2 WiFli network

· Motor turns on and off is a powered sailplane mode of operation, saves battery energy (try to take advantage of thermal updrafts)

· 100" Wing Span Electric flying wing –  modified Windrider Queen Bee Flying Wing
· Mega ACn 15/25/4 brushless motor in rear with 10x7 folding pusher prop

· 2ea. 5000mah 11.4v lithium Polymer batteries for balance

· Servos are CS703MG, Hi-Torque Metal Gears

· All up weight is 103.17 oz
Surface area is approx. 9-1/2 sq. ft.
Wing loading approx.: 11.8oz/sq.ft.
Climb angle  is about 30 to 45 degrees combination..

· 1 person is necessary to operate at launch, and 1 person to throw  if no bungee fixture is available.   

· Condor lands by crashing like a maple tree seed, no damage.
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Figure S.  WiFli CalMesh Condor (with CalMesh box in foreground)
Prototype Vehicle for Command & Control in Crisis Response

The project platform is a Chevy 2006 Silverado 3500HD crew cab pick-up truck with bio-diesel engine and dually rear axel (Figure T.). The truck will pull  a 5th wheel toy hauler trailer, which will be purchased in the next 6 months. The trailer will allow us to deploy  all of the emergency communication devices as well as providing a robust home base station during emergencies and drills. A portable satellite dish will be purchased within the next 3 months to be mounted in the pickup bed until the arrival of the trailer. Since purchasing the vehicle it has been equipped with accessories such as a cargo roof rack, a double lid crossover toolbox, dual solar panels, Tracking/Telematics system, Mac Mini with in-dash touch screen, and front and rear power distribution panels. The dual solar panels are fixed to the lids of the crossover pickup toolbox. The power feeds into the distribution box behind the rear seat. Components that are installed next to the rear power block include: power amplifiers for interior truck audio and exterior loud speaker accessories, telematics system, and a DC to AC power inverter.  The vehicle contains the following features:

· In-dash touch screen running on a Mac Mini platform

· Urban Mesh node mounted to cargo roof rack

· Double lid crossover pickup toolbox equipped with dual solar panels

· Telematics system

· Front and rear power distribution boxes for communication technologies

The Telematics system allows privileged users to track and control various aspects of the truck. Users can perform a GPS Fix, set geo fencing, alert for speed limit, start/stop vehicle tracking, display latest position, display the trace, turn on lights, sound the horn, voice wiretap, activate/deactivate vehicle ignition. The overall Tracking/Telematics system consists of the following subsystems:


· Mobile Phone (with AGPS) – Provides mobile tracking, vehicle command
console and vehicle status report.

· Tracking Devices (with GPS and GSM Module) – Provide tracking and alert.

· Vehicle Telematics Control Unit (TCU) – This is an embedded GSM module
with GPS. It’s installed inside vehicle. It provides GPS tracking, geo
fencing, a panic button, lock/unlock vehicle doors, play vehicle Horn, turn
on/off vehicle flash lights, and disable vehicle by cutting of power
supply.

· WEB based Tracking Console for Consumer/Enterprise – It provides
customer management console for Account, User, Vehicle, and Mobile. It is
the user interface for Vehicle and Mobile control and monitoring console.
It offers map display of latest vehicle or mobile position, the trace of
vehicle or mobile.

· Interactive Tracking Console – It offers real-time location tracking
and supports tracking playback. It is a good user interface for operation
center.

· Service Platform – This is the core of the whole system. It is
responsible for mapping, customer management, tracking service, and the
integration with 3rd party services.
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Figure T.  Responsphere Command and Control Vehicle

Portable Tile Display Wall for Visualization in Crisis Response – NUTSO (Non-uniform Tiled System Optiportal)

NUTSO was deployed for the first time outside of a closed/controlled environment during the Operation College Freedom drill on August 22, 2006. The drill provided proof of concept, as well as feedback from drill participants.

During the period leading up to the August 2006 MMST drill, we were able to finalize the hardware selection and design a housing for the NUTSO mobile field command and control display. We decided upon using two large (31.5 inch) Sunbrite outdoor HD LCD displays and twelve Fujitsu convertible tablet laptops (in a 4x3 array), and configuring them to act as a single cohesive display (Figure U). We also were able to use an early beta of the ROCKS core and Visualization 4.2 release. ROCKS is an open-source Linux cluster distribution developed at Calit2/SDSC/UCSD that enables end users to easily build computational clusters, grid endpoints and visualization tiled-display walls. Newer packages available in this beta release facilitated easier set up, installation, and reconfiguration of the NUTSO display. Using ROCKS on NUTSO has provided possible improvements to ROCKS code to handle non-standard hardware; and resulted in inclusion of improved network drivers into ROCKS codebase (www.rocksclusters.org)

We successfully deployed NUTSO using the CalMesh network, and were able to connect to some live camera feeds as well as display the WIISARD application. These displays could be isolated to individual screens, or spread across multiple screens in a tiled manner. However, the conditions encountered during pre-drill testing as well as during the drill itself illustrated some flaws in the NUTSO design and deployment. The outdoor LCD display, while adequately bright for midday outdoor viewing, did not tolerate heat very well. The one tested started to show discoloration and distortion at the top of the screen which was obviously caused by heat buildup on the case. 
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Figure U.  NUTSO

Also, the use of the small portable gas powered generators proved to be insufficient to power the entire system (two mini PCs, one outdoor LCD display, eight tablet PCs, and two network switches). The tablets themselves, although listed as extra bright screens, did not show any significant brightness improvement over standard laptops. It is assumed that the Linux Operating System used does not have the appropriate drivers to work with the hardware brightness controls on the tablets. However, the hardware used to transport and house NUTSO was only temporary. Current designs for the shipping and housing containers are not final; however, they are a marked improvement over the initial test set up and will address some of the shortcomings discovered during the MMST drill.  Some of the original design goals have not been addressed yet. Preliminary testing has been successful in demonstrating the ability to remove and redeploy a tablet PC from a running system, reconfiguration of the system to account for the missing tile, and reintegration of the tablet PC. We are now using the current ROCKS core and visualization suite (release 4.2), but we are looking forward to the next release which will include a newer version SAGE (one of the tiled display software tools). This newer version of SAGE will allow us to possibly separate NUTSO into two discrete units that can still be used together. This newest version of SAGE will allow any laptop loaded with the appropriate software to remotely push content onto the tiled display, which will allow for more flexibility in deployment. Finally, we will work on some separate scripts as well as possible code modifications to ROCKS to allow the removal and redeployment of a tablet PC to be more automatic and failsafe, as well as integrate new drivers into the core build to improve the management of the tablet PC screen brightness and allow the tablets to easily transition between a wired connection while attached to NUTSO, and a wireless connection while redeployed in the field.

Several applications and services which have been developed as part of RESCUE or other areas of the Responsphere project will utilize NUTSO for visualization of data and results.  These include the  a) cellular-based location tracking and vehicle telematics system, b) Peer-to-peer information collection system and c)Enterprise service bus (ESB) for System Integration

a) Cellular-based location tracking and vehicle telematics system

The tracking and Telematics system is implemented to support various location tracking technologies, including GPS, AGPS, and GPS with WAAS. A WAAS-capable receiver can give you a position accuracy of better than three meters 95 percent of the time. We compared the standard GPS system, the Assisted GPS (AGPS), and GPS with WAAS especially the availabilities and accuracy of location tracking for both indoor and outdoor. The standard GPS does not work indoor. AGPS works indoor with accuracy of 50 to 100 meters. GPS with WAAS works indoor when the receiver is close to window. In the outdoor environment, GPS with WAAS has better accuracy than standard GPS and AGPS.

b) Peer-to-peer information collection system

We have created a fully automated peer to peer system (http://traffic.calit2.net) that will to collect and relay highway incident information to the general public and to the first responders. Though government agencies and the private sector have some of the basic data needed for effective highway incident collection, the means to effectively disseminate the data in an intelligent manner (i.e., delivery of relevant and timely information to the right segment) is lacking. Typically the data is disseminated in a broadcast mode, with unacceptable latencies. Also, in many situations, there is significant lag in the collection of crisis related data by the government agencies. This lag can be eliminated by empowering the general public to report relevant information. 

We have used  San Diego as a test bed to develop, deploy and test the above mentioned system to empower the general public (in particular the commuters) of the county to act as human sensors and relay information about incidents ranging from wild fires, mudslides and other major accidents  to the general public and to the 911 control center. The system can be accessed simply by making a phone call and is based on speech recognition. We have learnt from past experience, that the general public will not adopt such a system if you inject a new phone number during the time of a disaster (such as the San Diego wild fires). The system has should be available on a regular basis, disseminating information that is valuable to public on an every day basis.

We have addressed these problems by using a traffic notification system that has been operational for the past two years and used by thousands of San Diego commuters every day as the basis for prototype. The system currently provides personalized real time traffic information to the commuters via cell phone.  We have modified this system so that commuters can report incidents 24x7, including the time, location, severity and the urgency of the event. We will analyze the data for validity and populate the events in a GIS database. Other commuters calling in, hear these events if they happen to fall in their commute segment. Also based on the severity of the incident, we can notify all or part of the users via voice calls and text messages in a parallel and scaleable manner. We will create a hierarchical voice user interface that will accommodate for the severity of the incidents being reported.

The most compelling aspect of such a system is that information is disseminated in a targeted manner to people, with minimal delay. Currently, people call 911 if they see a severe accident and that information never cascades to the commuters other than through a vague traffic report on the radio with a long delay. Also, we can detect abnormalities based on the volume of calls received in any hour. If the volume of the calls spike, we know something must be wrong on the freeways. Indirectly the commuters are acting as sensors by calling in. We can also determine the location of the problem, by the highway they are requesting information for. Given that traffic is the number one problem in San Diego according to a recent poll, if we can get 10%-20% of the population to adopt the system, this will serve as a powerful tool for the general public to relay, share and disseminate all types of critical information.

Currently we are extending the San Diego system to all of Los Angeles including Orange County. Los Angeles has much more sensor data compared to data available for  San Diego. The architecture we have in place for San Diego does not scale well for Los Angeles; so we are reworking the architecture so that we can launch a similar service for the LA area by the summer of 2007.

(c) ESB for System Integration 

In the system integration project, several important factors affecting project integration were learned. The RESCUE team utilizes a standards-based approach using an Enterprise Service Bus (ESB). The purpose of the ESB is to facilitate application and process integration by providing distributed processing, intelligent routing, security and dynamic data transformation. In an ESB these services are infrastructure services so each application does not have to implement these requirements independently and in a proprietary manner. The ESB addresses the disadvantages of existing solutions by creating a standard infrastructure for integration. Point-to-point solutions, where each of n components requires n-1 interfaces for full communication, are replaced by a bus solution where each component requires a single interface to the bus for global communication. An ESB provides distributed messaging, routing, business process orchestration, reliability and security. It also provides pluggable services and, because of the use of standards, these pluggable services can be provided by third parties and still interoperate with the bus. 

The main research directions  of the system integration project are (i) an Enterprise Service Bus (ESB) for integrating the different networking modules in RESCUE and (ii) a sophisticated web portal-based front-end for the Enterprise Service Bus.  Figure V. shows these two applications running on the ESB.

We have created and developed case studies of the Rich Services architecture pattern. Our activities have generated field experience pertaining to the elicitation, development, and deployment issues of a rich data acquisition, integration, and visualization system focused on information collected and disseminated during both disaster and non-disaster events.

By working with our collaborators, we have defined the types of data they generate and the way in which they generate them. We have created a Rich Service-based architecture which incorporates data acquisition services tailored to the collaborators’ instruments and feeds.

The central data store is a service within a Rich Service-based architecture. It stores data from each of the collaborator sources, and is structured so that new collaborators and feeds can be added with minimal effort.

The data store is exposed to queries for the purpose of visualization and data analysis through both a Rich Service connector and through internal Rich Services. The external interface is standards-based ODBC-compliant, thereby exposing all data to standards-compliant tools such as Excel, Crystal Reports, and custom data integrators. The internal interface is SQL-based. In either case, because the data store is exposed in a Rich Service context, data flow and storage can easily be subject to policies such as governance, encryption, validation, and transformation yet to be chosen.

The power demonstrated by the Rich Service implementation is its flexibility in accepting data from new collaborators and dispensing data to new integrators, analyzers, and visualizers. The flexibility is further demonstrated by allowing crosscutting concerns to be addressed without impacting either the producer or consumer applications.

In addition, we have created a documentation framework that readily accepts data source definitions and promotes data usage by potential integrators, analyzers, and visualizers, thereby encouraging the use of this data by investigators other than the original researchers. Data is provided by researchers as either continuous or intermittent streams of sensor data.

Once we begin to capture data feeds on a routine basis, we hope to expose them in various demonstration visualizations that integrate multiple feeds in novel ways. We plan to demonstrate this integration in near real-time on visualization platforms such as Google Maps and Google Earth, Excel, and possibly in Virtual Reality Markup Language.

After initial visualization experiments, we will demonstrate the integration of crosscutting concern processing such as authorization/authentication, encryption, and other policies.  The current demonstration of the system depicts an end-to-end visualization of coordinated data from the cellular-based location tracking system data and the peer-to-peer information collection system data.  There are two parts to the display. The red markers are the traffic incidents from the peer-to-peer data, and the blue markers are the most recent asset locations from the cellular location tracking data. Though there are other displays that can be shown in time, this is a good representative of the end-to-end capability upon which we can build.
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Figure V. Multiple Feed Integration using Enterprise Service Bus

We plan to present RESCUE as a case study at conferences we plan to attend, including ICSE 2007 and IRI 2007.  We hope to leverage the visualization and collateral integration support to recruit new data stream providers, and visualization researchers interested in presenting integrated multidimensional data along lines relevant to both disaster management and basic research.


Products

CalMesh, NetViewer, STAV, CalNode, and ICE-MAN are the products developed with partial or full support from Responsphere. 

IEEE 802.11 Radio Aware MAC: Modified MAC protocol (based on 802.11) denoted ODMLS

ARP-AODV: A Layer2 AODV based routing protocol for CalMesh

O3, Object Oriented Operating system for sensor networks. 
Implementation on Atmel RZ200 demonstration kit  (802.15.4 compatible 2.4 GHz Radio-Controller Board (RCB) with AT86RF230 radio and ATmega1281V microcontroller, http://www.atmel.com/dyn/products/tools_card.asp?tool_id=3946)

Integrated system of CodeBlue (http://www.eecs.harvard.edu/~mdw/proj/codeblue/)  Zigbee sensor network and WIISARD Triage Information system. 
Pulse-oximiter data from a CodeBlue Zigbee multihop sensor network is carried over the CalMesh system and integrated into the WIISARD patient database.

Efficient, low power design and development environment for ZigBee (IEEE 802.15.4) based multihop networks. 

Webpage for Gizmo: http://Gizmo.calit2.net

Videos: http://video.google.com/videoplay?docid=16840444517672655
Where is my Roomba? Indoor Position Locator System for Roomba  

http://ece-classweb.ucsd.edu:16080/winter07/ece191/

Mobile Operations Platform via iRobot Roomba  

http://ece-classweb.ucsd.edu:16080/spring07/ece191/

Command and Control Prototype Vehicle:

· In-dash touch screen running on a Mac Mini platform

· Urban Mesh node mounted to cargo roof rack

· Double lid crossover pickup toolbox equipped with dual solar panels

· Telematics system

· Front and rear power distribution boxes for communication technologies

Antenna Caddy

· Stackable Pan-tilt antenna controller

· 35ft segmented antenna mast caddies (3)

· http://maeprojects.ucsd.edu/mae156/fw2006/group10/index.html

· http://maeprojects.ucsd.edu/mae156/ws2006/A1/index.htm 

RESCUE ESB integration website: http://137.110.147.203/GMap.html (this is still an experimental website; it should be production-ready in Fall 2007.)

Peer-to-peer information collection system:  http://traffic.calit2.net or (866)-500-0977
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6. Rajesh M. Hegde, H. Murthy, V. Gadde,  “Significance of the modified group delay feature in speech recognition,”  IEEE Trans. on Audio, Speech and Language processing, Vol. 15(1), Jan 2007, pp. 190-202.
7. Rajesh Hegde, H. Murthy, V. Gadde, “Significance of Joint Features Derived from the Modified Group Delay Function in Speech Processing,” EURASIP Journal on Audio, Speech, and Music Processing, Vol. 2007, Article ID 79032, Jan 2007, doi:10.1155/2007/79032. 
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9. S. Park and M. M. Trivedi, “A Two-stage Multi-view Analysis Framework for Human Activity and Interactions,” IEEE Workshop on Motion and Video Computing, Austin, USA, Feb. 2007, 6 pages.
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MetaSim

MetaSim is a web-based collection of simulation tools developed to test the efficacy of new and emerging information technologies within the context of natural and manmade disasters.  MetaSim currently includes a crisis simulator, a transportation simulator, and a simulator for agent based modeling (Drillsim). Outside of MetaSim, Adaptive Cellular Network Modeling at UCSD informs the adjustment of information dissemination parameters for testing cellular technologies. The goal of MetaSim is to provide an extensible simulation platform for emergency managers and researchers to support response, recovery, and mitigation activities.

A preliminary website has been developed in HTML and stored in the backend database to produce web pages on-the-fly through Java script.  The web pages call the various simulators and allow users to define parameters for the various simulations. The parameters are saved in user specified scenarios and the simulations are run through the interface. After each run the results are stored in the database and the website calls and displays intermediate and final results.

Activities and Findings
A key achievement of MetaSim has been the integration of incompatible spatial data models through a series of “wormholes”, which pass data from one environment to another. This is achieved through the Relational Spatial Data Model (RSDM) which creates database links between existing spatial data types, allowing models which may have fundamentally different spatial representations of the world to communicate. A prototype implementation successfully calls the individual modeling components and transfers agents to various geographical environments. 

In the MetaSim prototype, users define a series of scenarios establishing the parameters leading to an evacuation of the UCI campus. During scenario definition, the Crisis Simulator estimates damage and casualties for a user-defined earthquake. The crisis simulator integrates the earthquake loss estimation components of InLET, the Internet based Loss Estimation Tool, created and designed under project RESCUE in Year 3.  Also during scenario definition, the user is presented with the technology test bed, which allows adjustment of information available to evacuees. Information availability is simulated through parameters, such as subscription to routing support information via cell phone or email, information arrival time and update frequency, system credibility and acceptance.  For the evacuees, modeled as agents, information reduces the uncertainties associated with decision making when evacuating a congested network.  Cellular performance is assessed by analyzing Random Access (RACH) mechanisms for GSM/GPRS/UMTS with OPNET.  Cell sites were loaded into Opnet based on input from Cingular and internal measurements, and OpNet simulation scenarios were analyzed based on damage to the infrastructure. Results from the Opnet simulation are input directly into MetaSim. 

After the scenario parameters are defined in MetaSim, the user runs an evacuation simulation. The MetaSim prototype incorporates DrillSim, an agent-based activity simulator that models human behavior at the individual level. Although the modeled behavior is currently limited, DrillSim tests IT solutions by modeling situation awareness and providing it to the agent to react accordingly. Micro simulation provides the ability to mimic agent behavior in crisis, as well as interactions between people during crisis, thereby providing a more robust framework for integrating responses to information and technology. DrillSim uses a grid-based representation of indoor and outdoor spaces, routing agents to pre-defined wormholes. Using the RSDM, agents are passed from a grid-based simulation to a network-based transportation simulation. The Transportation Simulator uses a simplified quasi-dynamic traffic assignment model, and a destination choice model to route evacuees through the road network to nodes defined outside of the evacuation zone. The effectiveness of any given technology solution is assessed by analyzing the change in the number of evacuees through time amongst various scenarios.

Planned deliverables during the next year include finalizing the prototype (limited additional programming); limited validation of the individual models; Outreach, transition of artifacts; publications.

The results of the crisis simulator have been integrated into the Dissemination project as part of the early warning information. Results can realistically be integrated into the Disaster Portal. The technology test bed can be used to assess the implementation of Dissemination.

METASIM includes components that are currently run on the server provided by Responsphere, including crisis simulator, DrillSim, and the transportation simulator.

Products

MetaSim:  http://rescue-ibm.calit2.uci.edu:8280/metasim/home.htm 

Contributions

MetaSIM is envisioned as a web-based collection of simulation tools developed to test the efficacy of new and emerging information technologies within the context of natural and manmade disasters. Outside of the research community, METASIM will prove useful to emergency managers and firstresponders by providing centralized and wireless dissemination of damage estimates and information. Before an event, disaster simulations of probable events will aid in the prioritization of mitigation activities and increase preparedness through training scenarios. Immediately after an event, METASIM will aid in situational awareness and resource deployment. During the recovery phase, METASIM will help assess long-term shelter and public assistance requirements.
Additional Responsphere Papers and Publications
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7. Kalashnikov,Dmitri V.; Ma,Yiming; Mehrotra,Sharad; Hariharan,Ramaswamy; Butts,Carter. Modeling and Querying Uncertain Spatial Information for Situational Awareness Applications, ACM GIS,2006

8. Lee,Adam J.; Tabriz,Parisa; Borisov,Nikita. A Privacy-Preserving Interdomain Audit Framework, The 5th ACM Workshop on Privacy in the Electronic Society (WPES 2006),2006-10

9. Lee,Adam J.; Winslett,Marianne. Safety and Consistency in Policy-Based Authorization Systems, The 13th ACM Conference on Computer and Communications Security (CCS 2006),2006-11

10. Lee,Adam J.; Boyer,Jodie P.; Olson,Lars E.; Gunter,Carl A.. Defeasible Security Policy Composition for Web Services, The 4th ACM Workshop on Formal Methods in Security Engineering (FMSE 2006),2006-11

11. Lee,Adam J.; Winslett,Marianne. Safety and Consistency in Policy-Based Authorization Systems (Extended Version), University of Illinois at Urbana-Champaign Department of Computer Science Technical Report,2006-08

12. Nuray-Turan,Rabia; Kalashnikov,Dmitri V.; Mehrotra,Sharad. Self-tuning in Graph-based Reference Disambiguation, In the Proceedings of the 12th International Conference on Database Systems for Advanced Applications (DASFAA 2007),2007

13. Montanari,Mirko; Mehrotra,Sharad; Venkatasubramanian,Nalini. Architecture for an Automatic Customized Warning System, none,

14. Hegde,Rajesh M.; Murthy,H; Gadde,V. Significance of the modified group delay feature in speech recognition, IEEE Trans. on Audio, Speech and Language processing,2007

15. Hegde,Rajesh; Murthy,H; Gadde,V. Significance of Joint Features Derived from the Modified Group Delay Function in Speech Processing, none,2007

16. Jammalamadaka,Ravi Chandra; Gamboni,Roberto `.; Mehrotra,Sharad; Seamons,Kent; Venkatasubramanian,Nalini. gVault: A Gmail Based Cryptographic Network File System, 21st Annual IFIP WG 11.3 Working Conference on Data and Applications Security,2007-07

17. Lee,Adam J.; Minami,Kazuhiro; Winslett,Marianne. Lightweight Consistency Enforcement Schemes for Distributed Proofs with Hidden Subtrees, none,2007-06

Lee,Adam J.; Minami,Kazuhiro; Winslett,Marianne. Lightweight Consistency Enforcement Schemes for Distributed Proofs with Hidden Subtrees (Extended Version), University of Illinois at Urbana-Champaign Department of Computer Science Technical Report,2007-04

18. Chen,Zhaoqi (Stella); Kalashnikov,Dmitri V.; Mehrotra,Sharad. Adaptive Graphical Approach to Entity Resolution, 2007 ACM IEEE Joint Conference on Digital Libraries (ACM IEEE JCDL),Jun, 2007

19. Hore,Bijit; Jafarpour,Hojjat; Jain,Ramesh; Ji,Shengyue; Massaguer,Daniel; Mehrotra,Sharad; Venkatasubramanian,Nalini; Westermann,Utz. SATware: Middleware for Sentient Spaces, Multimodal Surveillance: Sensors, Algorithms and Systems,2007

20. Hore,Bijit; Jafarpour,Hojjat; Jain,Ramesh; Ji,Shengyue; Massaguer,Daniel; Mehrotra,Sharad; Venkatasubramanian,Nalini; Westermann,Utz. Design and Implementation of a Middleware for Sentient Spaces, ISI 2007,2007-05

21. Xing,Bo; Deshpande,Mayur; Venkatasubramanian,Nalini; Mehrotra,Sharad. Towards Reliable Application Data Broadcast in Wireless Ad Hoc Networks, IEEE Wireless Communications and Networking Conference (WCNC) 2007,2007-03

22. Deshpande,Mayur; Amit,Abhishek; Chang,Mason; Venkatasubramanian,Nalini; Mehrotra,Sharad. Flashback: A Peer-to-Peer Webserver for Handling Flash Crowds, IEEE International Conference on Distributed Computing Systems (ICDCS). 2007.,2007-06

23. Deshpande,Mayur; Venkatasubramanian,Nalini; Mehrotra,Sharad. Heuristics for Flash-Dissemination in Heterogenous Networks, IEEE International Conference on High Performance Computing (HiPC),2006-12

24. van der Horst,Timothy; Seamons,Kent. Simple Authentication for the Web, 16th International World Wide Web Conference (WWW2007), Banff, Alberta, Canada, May 2007.,2007-05

25. Lazaridis,Iosif; Mehrotra,Sharad. Optimization of Multi-Version Expensive Predicates, 26th ACM SIGMOD International Conference on Management of Data (SIGMOD 2007),2007-06

26. Lee,Adam J.; Winslett,Marianne; Basney,Jim; Welch,Von. The Traust Authorization Service, ACM Transactions on Information and System Security,2007

27. Lee,Adam J.; Seamons,Kent; Winslett,Marianne; Yu,Ting. Automated Trust Negotiation in Open Systems, Secure Data Management in Decentralized Systems, Ting Yu and Sushil Jajodia (Editors), Springer, Berlin,2007

28. Jammalamadaka,Ravi C.; van der Horst,Timothy; Mehrotra,Sharad; Seamons,Kent; Venkatasubramanian,Nalini. Delegate: A Proxy Based Architecture for Secure Website Access from an Untrusted Machine, 22nd Annual Computer Security Applications Conference (ACSAC), Maimi, FL, December, 2006,2006-12

29. Hore,Bijit; Jammalamadaka,Ravi C.; Mehrotra,Sharad. Flexible Anonymization for Privacy Preserving Data Publishing: A Systematic Search based Approach, in the proceedings of SIAM International Conference on Data Mining 2007,2007

30. Davison,Christopher B.. Ethics of business continuity and disaster recover technologies: A conceptual orientation, International Journal of Computers, Systems, and Signals, 8(1),2007

31. Hasan,Ragib; Winslett,Marianne; Sion,Radu. Requirements of Secure Storage Systems for Health-care Records, 4th VLDB accepted for publication, Workshop on Secure Data Management (SDM), in conjunction with 33rd International Conference on Very Large Data Bases (VLDB), University of Vienna, Austria, September 2007.,2007-09

32. Hasan,Ragib; Winslett,Marianne; Hsu,Windsor; Sion,Radu. Trustworthy Record Retention, in \"The Handbook of Database Security: Applications and Trends\", M. Gertz and S. Jajodia (editors), Springer Verlag 2007,2007

33. Li,Dongyi; Winsborough,Will; Hasan,Ragib; Winslett,Marianne. Trust Management, in \"The Handbook of Database Security: Applications and Trends\", M. Gertz and S. Jajodia (editors), Springer Verlag 2007,2007

34. Butts,Carter T.. Permutation Models for Relational Data, Sociological Methodology,2007

35. Butts,Carter T.; Carley,Kathleen M.. Structural Change and Homeostasis in Organizations: A Decision-Theoretic Approach, Journal of Mathematical Sociology,2007

36. Butts,Carter T.; Petrescu-Prahova,Miruna; Cross,Remy B.. Responder Communication Networks in the World Trade Center Disaster: Implications for Modeling of Communication Within Emergency Settings, Journal of Mathematical Sociology, 31(2), 121-147,2007

37. Butts, Carter T. (7/2007). ``Improvisation in Disaster Response.\'\' Invited Panelist, 32nd Annual Hazards Research and Applications Workshop, Boulder, CO.

38. Butts, Carter T. ``A Relational Event Model for Social Action.\'\' (8/2007). ASA Meeting, New York, NY.

39. Butts, Carter T. ``Network Inference from Unstructured Sources.\'\' (5/2007). 27th Sunbelt Network Conference (INSNA), Corfu, Greece.
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41. Palen,L; Hiltz,S R.; Liu,Sophia. Online forums supporting citizen participation in emergency preparedness and response, Communications of the ACM 50, 3,March, 2007.,2007-03

42. Ma,Yiming; Mehrotra,Sharad. Integrating Similarity Retrieval and Skyline Exploration via Relevance Feedback, 12th International Conference on Database Systems for Advanced Applicationes (DASFAA), 2007, April 9-12, Bangkok, Thailand,2007-04

43. Ma,Yiming; Kalashnikov,Dmitri; Mehrotra,Sharad; Venkatasubramanian,Nalini; Hariharan,Ram; Ashish,Naveen; Lickfett,Jay. On-Demand Information Portals for Disaster Situations, IEEE International Conference on Intelligence and Security Informatics (ISI) 2007, May 23-24, New Brunswick, New Jersey, USA,2007-05
Courses


In fulfillment of our academic mission, the following undergraduate and graduate courses are facilitated by the Responsphere Infrastructure, use Responsphere equipment for research purposes, or are taught using Responsphere equipment:

UCI ICS 214A, UCI ICS 214B,  UCI ICS 215, UCI ICS 203A, UCI ICS 278, UCI ICS 199, UCI ICS 290, UCI ICS 280,  UCI ICS 299.

UCSD ECE 191, UCSD ECE 291, UCSD MAE 156B, UCSD MAE 171B, ECE 158B.

Equipment


The following table summarizes the types of equipment the UCI and UCSD Responsphere teams obtained for the project. The most significant purchases in year 3 include a deployment of motes sensors throughout the infrastructure as well as a significant increase in optical, acoustic, and mobile sensing.  In all cases, education pricing and discounts were pursued during the purchasing process.
	UCI 
	
	

	Date
	Equipment
	Usage

	9/1/2006
	Geiger Counter
	Smart-Space / EvacPack Radiation Sensor

	9/1/2006
	CrossBow
	Wirless Sensor Motes

	10/1/2006
	PowerStream
	Power supplies for sensor motes

	10/1/2006
	Dell Dimension
	Director's PC

	10/21/2006
	CDWG
	Biometric Scanner 

	10/21/2006
	Disk Farm
	Network Applicance disk space for students

	10/25/2006
	WiPort
	Wireless backhaul for people counters

	10/25/2006
	Amersys
	People Counters

	10/26/2006
	WiPort 
	serial to WiFi convertors

	12/8/2006
	BlackBox
	Tool set

	12/8/2006
	MicroSoft
	Fingerprint Reader

	12/11/2006
	HomeDepot
	Hardware for self-locating optical/acoustic sensors

	1/2/2007
	Dell
	Computing: Disambiguation System


	UCSD Equipment Fabrications

	Quantity
	Equipment
	Usage

	12
	Cal Nodes
	Custom wireless cognitive nodes fabricated by UCSD ResponSphere team. 

	3
	Gizmo 
	Test platform for self-deploying, remotely controllable wireless network nodes equipped with various kinds of field sensors; improvements and additonal features

	1
	Vehicle  
	Components purchased and fabricated include:

2006 Chevy Silverado

cargo roof rack, a double lid crossover toolbox, dual solar panels, Tracking/Telematics system, Mac Mini with in-dash touch screen, and front and rear power distribution panels, antennas.

	1
	Portable Tile Display Wall (fabrication)
	Components include: 

14 bright-screen tablet PC laptops

2 bright-screen, weatherproof HDTVs

4 clustered server PCs to drive display

Mounting hardware
Carrying/storage cases

	1
	CalMesh WiFli Condor
	Electric flying wing, motor, batteries, gears

	1
	MOP (Mobile Operations Platform
	Roomba vacuum cleaner, signal strength analyzer, Soekris board

	1
	RF Modeling Tools
	WARP boards
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Logged 1: Time, Seq, Size
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Logged 2: Time, Seq, Size
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Logged N: Time, Seq, Size
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