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ABSTRACT 
Software development is typically cooperative endeavor where a 
group of engineers need to work together to achieve a common, 
coordinated result. As a cooperative effort, it is especially difficult 
because of the many interdependencies amongst the artifacts 
created during the process. This has lead software engineers to 
create tools, such as configuration management tools, that isolate 
developers from the effects of each other’s work. In so doing, 
these tools create a distinction between private and public aspects 
of work of the developer. Technical support is provided to these 
aspects as well as for transitions between them. However, we 
present empirical material collected from a software development 
team that suggests that the transition from private to public work 
needs to be more carefully handled. Indeed, the analysis of our 
material suggests that different formal and informal work 
practices are adopted by the developers to allow a delicate 
transition, where software developers are not largely affected by 
the emergent public work. Finally, we discuss how groupware 
tools might support this transition. 

Categories and Subject Descriptors 
H.4.1 [Office Automation]: Groupware; H.5.3 [Group and 
Organization Interfaces]: Computer-supported cooperative work;  

General Terms 
Human Factors  

Keywords 
Private work, public work, collaborative software development, 
qualitative studies. 

1. INTRODUCTION 
Software engineers have sought for quite some time to understand 
their own work of software development as an important instance 
of cooperative work, especially seeking ways to provide better 

software tools to support developers [6]. Indeed, they created 
several different tools, such as configuration management (CM) 
and bug tracking systems, to facilitate the coordination of groups 
of developers [14]. However, software development is especially 
difficult as a cooperative endeavor because of the several 
interdependencies that arise in any software development effort. 
To minimize these problems, current CM systems adopt design 
constructs (like workspaces and branches used in configuration 
management systems) to shield each individual from effects of 
other developers’ work [5]. These workspaces enforce a 
distinction between the private aspects of work developed by a 
software engineer and the public aspects that occur when this 
developer shares his work with other developers. Similar 
approaches have been taken in other categories of collaborative 
applications (e.g., collaborative writing and hypermedia systems), 
which have adopted this distinction between private and public 
work in order to facilitate collaboration. In these applications, this 
is usually done through the provision of separate private and 
public (or shared) workspaces. Private workspaces allow users to 
work in different parts of a document in parallel and contain 
information that only one user can see and edit allowing him to 
create drafts that later will be shared with the other co-workers 
[7]. On the other hand, public workspaces allow all users to share 
the same information or document and edit it concurrently.  

When support for private and public work is provided, it is also 
necessary to support transitions between them. The central issue 
in systems maintaining separate workspaces is how information or 
activity moves between them, and similarly, the central 
mechanism around which CM systems are built is the mechanism 
for moving information between public and private conditions – 
checking in, checking out, merging. In cooperative working 
settings, people selectively choose when and how to disclosure 
their private work to others, i.e., they want to be able to control 
the emergence of public information [1, 26]. CM tools and 
collaborative authoring tools provide support for these transitions. 
In collaborative writing, for example, one can basically copy the 
content of a private workspace and paste into the public 
workspace. On the other hand, in CM systems, more sophisticated 
tools involving merging algorithms and concurrency control 
policies need to be used because of the aforementioned 
interdependencies in the software.  

Transitions between private and public work (and vice-versa) are 
particularly important in cooperative work and can lead to 
problematic situations when overlooked. Indeed, Sellen and 
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Harper [28] describe case studies of companies that had problems 
because they underestimated the delicacy of this transition. 
Despite that, insufficient analytical attention has been given to 
this transition by the CSCW community. In this paper, we will 
examine this issue with empirical material collected from a 
collaborative software development effort. The team observed 
uses mostly three tools for coordination purposes:  a configuration 
management tool, a bug-tracking system, and e-mail. However, 
these tools alone were not sufficient to effectively support the 
team; participants needed to adopt a set of formal and informal 
work practices to properly support private, public work and 
transitions between them. The adoption of these different work 
practices suggests that the computational support provided by 
these systems to support the emergence of private information is 
still unsatisfactory. Based on these results, we draw more general 
conclusions about the implications for computer-supported 
cooperative work. 

The rest of the paper is organized as follow. The next section 
discusses the idea of private and public work in computer-
supported cooperative work. Then, sections 3 and 4 present the 
settings and the methods that we used to study the software 
development team. After that, Section 5 describes the set of work 
practices adopted by the team to properly deal with private, public 
work and transitions between them. Section 6 presents our 
discussion about the data that we collected. After that, Section 7 
discusses implications of our findings in the design of CSCW 
tools. Finally, conclusions and ideas for future work are 
presented. 

2. PRIVATE AND PUBLIC WORK 
In this paper we examine the distinction between private and 
public work in collaborative efforts. The need for this distinction 
is widely recognized in CSCW research. According to Ackerman 
[1], for example, people “(…) have very nuanced behavior 
concerning how and with whom they wish to share information 
(…) people are concerned about whether to release this piece of  
information to that person at this time  (…)”. Another reason that 
makes people care about the release of information about them is 
that they “(…) are aware that making their work visible may also 
open them to criticism or management (…)” (ibid.). Furthermore, 
one does not make his entire work visible because he wants to 
appear competent in the eyes of colleagues and managers by 
making their work more complicated than necessary [26]. Indeed, 
people are not interested in all information that is provided to 
them. As Schmidt [26] points out: 

“(…) in depending on the activities of others, we are ‘not 
interested’ in the enormous contingencies and infinitely faceted 
practices of colleagues unless they may impact our own work (…) 
An actor will thus routinely expect not to be exposed to the 
myriad detailed activities by means of which his or her colleagues 
deal with the contingencies they are facing in their effort to 
ensure that their individual contributions are seamlessly 
articulated with the other contributions.”  

To summarize, people have several contextualized and different 
strategies to release their private information, and they expect that 
others will do the same, not overloading them with public 
information that is not ‘relevant’ to their current context or 

activity. Note that this private information might be 
collaboratively constructed [16]. In this case, the information is 
public for those involved in its “construction”, but it is private to 
the other members of the cooperative effort. 

CSCW researchers have already recognized the need to support 
these findings. Indeed, a typical approach to address that is to 
provide support for private and public (also called shared) 
windows, or workspaces, to support the collaboration among users 
[30]. Private workspaces allow users to work in different parts of 
a document in parallel and contain information that only one user 
can see and edit, allowing him to create drafts that later will be 
shared with the other co-workers [7]. On the other hand, public 
workspaces allow all users to share the same information or 
document so that, changes in the document are automatically 
visible to all users. The usage of these workspaces mimic 
conventions carried over non-technological work, where no one 
wants to search or look at anyone’s private desk or drawer, and 
conversely wants no one to search theirs, but accepts that when 
they occur in public spaces. Indeed, Mark and colleagues [21] 
report how conventions about the use of private and public 
workspaces implicitly evolved from conventions formed in face-
to-face non-technological work after the introduction of a 
groupware tool. 

Often, other mechanisms are present in collaborative systems to 
make other actions’ visible as well. For example, grey ‘clouds’ 
were proposed in the collaborative editor Grove to indicate where 
other co-writers are editing the text [9]. Furthermore, it is also 
well-known that, in some settings, making others’ work public 
facilitates the coordination of the activities [16] [17] and enables 
learning and greater efficiencies [20]. Examples of tools that 
explore such approaches include Portholes [8] and Babble [10].  

The underlying distinction between private and public work also 
implies that in collaborative efforts transitions between these two 
aspects occur. However, while notions of “public” and “private” 
have been incorporated into software system design, insufficient 
analytical attention has been give to the transitions. Field studies 
such as those of Bowers [4] or Sellen and Harper [28] 
demonstrate that overlooking these transitions can be problematic. 
In Bower’s study, the disclosure of private data brought about 
dilemmas of ownership and responsibility among the employees 
of the organization studied. In Sellen and Harper’s study, when 
the companies tried to go paperless deploying a new information 
system, the employees’ ability to control when to disclosure 
information was lost and these employees boycotted the system. 
This happened because paper, as a medium on which work was 
performed, allowed their owners to avoid sharing information 
with their co-workers until they felt that the information was 
“ready”.  

Note that the setting where the collaborative effort takes place is 
important. For example, in a control room, all workers are 
collocated, which allows them to use intonations in their voice 
and/or body language to make their actions visible to other co-
workers [17]. On the other hand, Whittaker and Schwarz [34] 
report an ethnographic study where a large wallboard (containing 
the schedule of a software development project) is used by the 
team, which is spread along different cubicles and offices. The 
public location of this wallboard allowed developers to access 



information about who was doing which tasks at which times, 
among other things. In other words, in this setting, information 
about others’ current actions was made public by checking and 
updating the schedule displayed in the wallboard.  

In collaborative software engineering, this distinction between 
private and private work is not only desirable, but necessary and 
often enforced by tools. This occurs because of the several 
interdependencies that arise in any software development effort. 
In other words, each part of the software depends, directly or 
indirectly, on many other parts. Furthermore, these 
interdependencies are not strictly defined in the artifacts 
produced, and often are not even known by the developers. To 
handle this problem, software engineers created tools, such as 
configuration management (CM) and bug tracking systems, to 
facilitate the coordination of groups of developers [14]. Current 
CM systems adopt design constructs (like workspaces and 
branches) to shield the work of individuals from effects of other 
developers’ work [5]. Basically, these workspaces “create a 
barrier that prevents developers from knowing which other 
developers change which other artifacts” [25]. Therefore, CM 
workspaces allow software developers to work privately. 
Furthermore, CM systems provide mechanisms to support the 
transition from private to public work when developers want to 
make this transition. To be more specific, when a developer 
finishes his work in his private workspace, he can publicize his 
work to other software developers through check-in’s, check-out’s 
and merging operations. Despite this support, several problems 
arise in any software development effort. Indeed, based on 
empirical data that we collected, we identified a set of formal and 
informal work practices used by a team of software developers to 
handle these problems. The setting where the data was collected 
and the methods used to analyze this data are described in the 
following section. 

3. THE SETTING 
The team studied is located at the NASA / Ames Research Center 
and develops a software application we will call MVP (not the 
real name), which is composed of ten different tools in 
approximately one million lines of C and C++. Each one of these 
tools uses a specific set of “processes.” A process for the MVP 
team is a program that runs with the appropriate run-time options 
and it is not formally related with the concept of processes in 
operating systems and/or distributed systems. Processes typically 
run on distributed Sun workstations and communicate using a 
TCP/IP socket protocol. Running a tool means running the 
processes required by this tool, with their appropriate run-time 
options. 

Processes are also used to divide the work, i.e., each developer is 
assigned to one or more processes and tends to specialize on it. 
For example, there are process leaders and process developers, 
who, most of the time, work only with this process. This is an 
important aspect because it allows these developers to deeply 
understand the process behavior and familiarize with its structure, 
therefore helping them in dealing with the complexity of the code. 
During the development activity, managers tend to assign work 
according to these processes to facilitate this learning process. 
However, it is not unusual to find developers working in different 
processes. This might happen due to different circumstances. For 

example, before launching a new release all workforce is needed 
to fix bugs in the code, therefore, developers might be assigned to 
fix these bugs. 

3.1 The Software Development Team 
The software development team is divided into two groups: the 
verification and validation (V&V) staff and the developers. The 
developers are responsible for writing new code, for bug fixing, 
and adding new features. This group is composed of 25 members, 
three of whom are also researchers that write their own code to 
explore new ideas. The experience of these developers with 
software development range between 3 months to more than 25 
years. Experience within the MVP group ranges anywhere 
between 2½ months to 9 years. This group is spread out into 
several offices across two floors in the same building.  

V&V members are responsible for testing and reporting bugs 
identified in the MVP software, keeping a running version of the 
software for demonstration purposes and for maintaining the 
documentation (mainly user manuals) of the software. This group 
is composed of 6 members. Half of this group is located in the V 
& V Laboratory, while the rest is located in several offices located 
in the same floor and building as this laboratory. Both, the V&V 
Lab and developers’ offices are located in the same building. 

3.2 The Software Development Process 
The MVP group adopts a formal software development process 
that prescribes the steps that need to be performed by the 
developers during their activities. For example, all developers, 
after finishing the implementation of a change, should integrate 
their code with the main baseline. In addition, each developer is 
responsible for testing its code to guarantee that when he 
integrates his changes, he will not insert bugs in the software, or, 
“break the code”, as informally characterized by the MVP 
developers. Another part of the process prescribes that, after 
checking-in files in the repository, a developer must send e-mail 
to the software development mailing list describing the problem 
report associated with the changes, the files that were changed, 
the branch where the check-in will be performed among other 
pieces of information.  

The MVP software process also prescribes the usage of code 
reviews before the integration of any change, and design reviews 
for major changes in the software. Code reviews are performed by 
the manager of each process. Therefore, if a change involves, e.g. 
two processes, a developer’s code will be reviewed twice: one by 
each manager of these two processes. On the other hand, design 
reviews are recommended for changes that involve major 
reorganizations of the source code. Their need is decided by the 
software manager usually during the bi-weekly software 
developers meeting (called pre-design meetings). 

3.3 Software Development Tools: CM and Bug 
tracking  
MVP developers employ two software development tools for 
coordinating their work: a configuration management system and 
a bug tracking system. Of course, other tools are used such as 
CASE tools, compilers, linkers, debuggers and source-code 
editors, but the CM and bug-tracking tools are the primary means 



of coordination [5] [12] [14]. These tools are integrated so that 
there is a link between the PR’s (in the bug tracking system) and 
the respective changes in the source-code (in the CM tool). Both 
tools are provided by one of the leader vendors in the market. 

A CM tool supports the management of source-code dependencies 
through its embedded building mechanisms that indicate which 
parts of the code need to be recompiled when one file is modified. 
To be more specific, CM tools support both compile-time 
dependencies, i.e., dependencies that occur when a sub-system is 
being compiled; and build-time dependencies that occur when 
several sub-systems or the entire system is being linked [12]. A 
bug tracking tool, when associated with the CM tool, supports the 
tracking of changes performed in the source code during the 
development effort.  

It is important to mention that the MVP team employs several 
advanced features of the CM tool such as triggers, techniques to 
reduce compilation time, labeling and branching strategies. 
Indeed, the branching strategy employed is one of the most 
important aspects of a CM tool because it affects the work of any 
group of software developers. This strategy is a way of deciding 
when and why to branch, which makes the task of coordinating 
parallel changes easier or more difficult [33]. According to the 
nomenclature proposed by Walrad and Strom [33], the following 
branching strategies are used by the MVP team:  (1) branch-by-
purpose, where all bug fixes, enhancements and other changes in 
the code are implemented on separated branches; (2) branch-by-
project, where branches are created for some of the development 
projects; and (3) branch-by-release, where the code branches 
upon a decision to release a new version of the product. The 
branch-by-purpose strategy is employed by MVP developers in 
their daily work, while the other strategies are only used by the 
CM manager. In other words, developers create new branches for 
each new bug fix or enhancement, while branches for projects and 
releases are created by the manager only. The branch-by-purpose 
strategy supports a high degree of parallel development but at the 
cost of more complex and frequent integration work [33]. 
According to this strategy, each developer is responsible for 
integrating his changes into the main code. This approach is often 
called “push integration” [2]. After that, the changes are available 
to all other developers. Therefore, if one bug is introduced, other 
developers will notice this problem because their work will be 
disrupted. Indeed, we observed and collected reports of different 
instances of this situation. When one developer suspects that there 
is a problem introduced by recent changes, he will contact the 
author of the changes asking him or her to check the change, or 
for more information about it.  

4. METHODS 
The first author spent eight weeks during the summer of 2002 as a 
member of the MVP team. As a member of this team, he was able 
to make observations and collect information about several 
aspects of the team. He also talked with his colleagues to learn 
more about their work. Additional material was collected by 
reading manuals of the MVP tools, manuals of the software 
development tools used, formal documents (like the description of 
the software development process and the ISO 9001 procedures), 
training documentation for new developers, problem reports 
(PR’s), and so on.  

All the members of the MVP team agreed with the author’s data 
collection. Furthermore, some of the team members agreed to let 
the intern shadow them for a few days so that he could learn about 
their functions and responsibilities better. These team members 
belonged to different groups and played diverse roles in the MVP 
team: the documentation expert, some V&V members, leaders, 
and developers. We sampled among MVP “processes”, 
developers’ experience in software development and with MVP 
tools (and processes) in order to get a broader overview of the 
work being performed at the site. A subset of MVP group was 
interviewed according to their availability. We again sampled 
them according to the dimensions explained above. Interviews 
lasted between 45 and 120 minutes. To summarize, the data 
collected consists in a set of notes that resulted from 
conversations, documents and  observations based on shadowing 
developers. These notes have been analyzed using grounded 
theory techniques [31].  

5. PRIVATE AND PUBLIC WORK IN 
SOFTWARE DEVELOPMENT 
As mentioned before, software development tools like 
configuration management systems support private, public work, 
and transitions between them. Despite using a CM system the 
MVP team faced several problems when dealing with these 
aspects. In this section, we present the formal and informal 
approaches adopted by this team in order to properly perform their 
work, i.e. develop software. In the sections that follow, we will 
explore these situations separately: private work, the transition 
from private to public, public work, and the transition from public 
to private.  

5.1 Private Work 
Configuration management tools allow developers to work 
privately through the implementation of workspaces and branches 
[5]. These workspaces isolate the changes being created by one 
developer from other parts of the code. In this case, a developer’s 
‘work-in-progress’ is not shared with other developers. 
Furthermore, these workspaces allow a developer to work without 
being affected by the changes of other developers. Indeed, when 
new changes are committed in the repository by other developers, 
the CM tool lets the user decide if he or she wants to grab these 
changes. In case one wants to incorporate the changes, he may 
recompile the software using the embedded building mechanisms 
on these tools. In case a developer does not want to incorporate 
the changes, one can continue working and, if necessary, 
recompile the software with the appropriate run-time options that 
do not grab these new changes. Of course, this is a risky course of 
action because it might lead the developer to work with an 
outdated version of the files, which might potentially make his 
work less ineffective. 

Mechanisms embedded in CM tools are able to identify syntactic 
conflicts between the developer’s ‘work-in-progress’ and the 
changes committed into the repository, reporting whether or not 
the ‘work-in-progress’ is affected by these changes. However, 
because CM systems rely on syntactic features of the domain such 
as files, suffixes and lines of code, they can not identify semantic 
conflicts [11]. This means that except for these conflicts, current 
configuration management systems provide extensive and 



automated support for maintaining the isolation between the work 
performed by one person from other’s work [5].  

However, when software developers engage in parallel 
development, problems arise in the CM tool. Parallel 
development happens when more than one developer needs to 
make changes in the same file. This means that the same file is 
checked-out by different developers and all of them are making 
changes in the different copies of this file in their respective 
workspaces. As one might imagine, parallel development might 
lead to conflicts. They might occur when one developer checks-in 
his changed version of the file back in the repository, because the 
versions of the other developers will become outdated. In this 
case, the changes of these developers might become inappropriate 
because they are based on a code that is not the latest. To solve 
this problem, a developer needs to update his version of the file 
by merging the other developer’s changes into his code. The 
developers term this operation “back merging”; in CM 
terminology, it is named “synchronization of workspaces” or 
“import of the changes”. Conflicting changes are more likely to 
occur in files that are accessed by several developers at the same 
time. Indeed, in the MVP software some files are used to describe 
programming language structures that are used all over the code. 
This means that several different developers often change these 
files. In this case, “back merges” are problematic because CM 
tools face difficulties when they need to perform several merges at 
the same time. To overcome this problem not avoiding parallel 
development, MVP developers adopted a strategy to deal with 
these files: they perform “partial check-in’s”, which consist of 
checking-in some of the files back in the repository, even when 
the developers have not finished all their changes yet. This 
strategy reduces the number of “back merges” needed, therefore 
overcoming the limitations of CM tools. In addition, they 
minimize the likelihood of conflicting changes. 

In addition to “partial check-in’s”, MVP developers adopt a 
different practice during their private work: they “speed-up” to 
finish some of their activities during the development process to 
avoid merging. This does not happen all the time though, it occurs 
only when MVP developers are testing their changes. This activity 
is performed right before the check-in operations. As one 
developer plainly pointed out: “This is a race!”. According to the 
software development process, this testing is necessary to 
guarantee that the changes will not introduce bugs into the 
system. We observed that, this testing is very informal: developers 
will sit on the V&V laboratory and compare the current version of 
MVP with the one with changes. MVP developers do not use 
more formal techniques, such as regression testing techniques, at 
this moment. These will be used by the V&V staff before creating 
a new release of the software.  

In contrast, the bug tracking tool does not provide support for the 
private work of software developers. All the operations made in 
the problem reports managed by this tool are publicly accessible 
to all other software developers. For example, when a developer 
is assigned a bug, he needs to fill some information about the bug 
indicating how he will proceed to fix that bug. MVP developers 
usually write the information to be added to the bug tracking 
system outside the tool in a private file only accessible by 
themselves. Eventually, this information is added to the bug-
tracking tool by the developer, which will automatically make it 

available to all members of the MVP team. Furthermore, the tool 
does not avoid that two developers work on the same PR, as 
reported by one of the developers. Developers themselves have to 
deal with this problematic situation. The MVP group tries to 
avoid this problem through the software development process, 
which prescribes that the software manager is the one responsible 
for assigning PR to developers. Any assignment needs the 
approval of the manager. Organizational rules however interact 
with this process. According to these rules, the software manager 
can not assign work to the contractors working for the MVP 
group. This assignment has to be done to the manager of the 
contracting company, who will be responsible for assigning the 
work to the developers. 

5.2 Moving from Private to Public Work 
In this section we discuss the work practices used by the MVP 
team to support the transition from private to public work, as well 
as how the software development tools used by the MVP team 
support this transition. This transition might occur in two 
situations: when a developer asks for code reviews, or informal 
comments, in his code; or when a developer commits his work 
(source-code changes) into the CM repository. 

In the first case, MVP developers want to grant others access to 
their code, meaning that the work will be visible to them so that 
they can comment on it. In this case, MVP developers simply 
need to change a setting in their CM workspaces. Although their 
work is now public, it is not shared by the other developers, 
meaning that it will not impact other developers work. 

In the second case, after a developer commits his work into the 
CM repository, this work is made public and shared meaning that 
it is visible and might impact the work of the other developers. In 
order to publicize his work, the author of the changes has to 
perform, at least, four different operations1: 

1. Check-in the files that he wants to publish in his own 
branch; 

2. Check-out the same set of files from the baseline; 
3. Merge his changed files with the checked-out files 

available in the baseline; and 
4. Check-in the new files generated by the merging 

operation into the baseline. 

From the technical point of view, these tasks are not difficult 
since check-in’s, check-out’s and merges are typical operations in 
CM systems and, therefore, supported by nearly every tool in the 
market. This means that CM systems provide adequate support 
for these operations. However, this support is problematic when a 
developer is, or was, engaged in parallel development. As 
mentioned in the previous section, MVP developers adopt “partial 
check-in’s” to deal only with files with high levels of parallel 
development. Other files are not “partially checked-in”. In this 
case, if a developer is engaged in parallel development and other 
developers had checked-in the same files in the baseline before 
him, then he will need to perform “back merges” before merging 
                                                             
1 These operations might be different in other software 

development teams since they depend on the branching strategy 
adopted by the team.  



his code into the baseline. “Back merges” are supported by the 
CM tool through the presentation of version trees of the files 
being merged, which allows developers to identify the need for 
this task through the observation of the versions on this tree. After 
that, the operation is a simple merge. Again, the situation 
becomes problematic only if several “back merges” need to be 
performed.  

During the transition from private to public, there is nothing that 
other developers need, or are able to do to facilitate this process. 
The work of performing the transition needs to be done by the 
author of the changes that will be publicized. However, because of 
the several inter-dependencies that exist among the several parts 
of the software (e.g., source-code, manuals, specifications, design 
documents, and so on), this does not mean that these developers 
will not be affected by the transition. Indeed, in order to minimize 
these effects, the developer who is going to perform the transition 
follows a set of formal and informal practices to facilitate the 
management of the interdependencies. These practices need to be 
adopted because the tool support to the developers affected by the 
private work being publicized is minimal. These formal and 
informal practices are described below. 

The Software Development Process 

As mentioned before, the software development process adopted 
by the MVP team prescribes the usage of code and design 
reviews. One of the reasons reported by the MVP developers for 
using these formal reviews is the possibility of evaluating the 
impact that the changes under review will have on the rest of the 
code. The most experienced software developer of the team, for 
example, reported that design reviews are used to guarantee that 
changes in the code do not “break the architecture” of the MVP 
software. By breaking the architecture, she means writing code 
that violates some of the design decisions embedded in the MVP 
software. Code reviews, on the other hand, are responsibility of 
process leaders, who can evaluate the impact that the changes will 
introduce in their processes before they were committed in the 
main repository. This helps each and every process leader to 
coordinate the work of other developers working in the same 
process. 

E-mail Conventions 

In addition to formal reviews, the MVP process prescribes that 
after checking-in code in the repository, a developer needs to send 
an e-mail about the new changes being introduced in the system to 
the software developers’ mailing list (see section 3.2). However, 
we found out that MVP developers send this e-mail before the 
check-in. Moreover, MVP developers add a brief description of 
the impact that their work (changes) will have on other’s work in 
this e-mail sent to the software developers’ mailing list. By 
adopting these practices, MVP developers allow their colleagues 
to prepare for and reflect about the effect of their changes. This is 
possible because all MVP developers are aware of some of the 
interdependencies in the source-code, but not all of them. As an 
example of this ‘preparation’, developers might send e-mail to the 
author of the changes asking him to delay their check-in, walk to 
the co-worker’s office to ask about these changes or, if the 
changes have already been committed, browse the CM and bug 
tracking systems to understand them. The following list presents 
some comments sent by MVP developers: 

“No one should notice.” 
“[description of the change]: only EDP users will notice 
any change.” 
 “Will be removing the following [x] files. No effect on 
recompiling.” 
“Also, if you recompile your views today you will need 
to start your own [z] daemon to run with live data.” 
“The changes only affect [y] mode so you shouldn't 
notice anything.” 
“If you are planning on recompiling your view this 
evening and running a MVP tool with live [z] data you 
will need to run your own [z] daemon.” 

These e-mails are also important because they tell (or remind) 
developers that they have been engaged in parallel development. 
Often, developers do not know that this is happening2. The 
information in the e-mail is usually enough to tell the developer if 
he needs to incorporate these changes right away in order to 
continue his work, or if he can wait until he is ready for check-in. 
In both cases, the developer needs to “merge back” the latest 
changes into his version of the file.  

Sending e-mail before a check-in is also used by other developers 
to support expertise identification, and as a learning mechanism. 
Developers associate the author of the e-mails describing the 
changes with the “process” where the changes are being 
performed. In other words, MVP developers assume that if one 
developer constantly and repeatedly performs check-ins in a 
specific process, it is very likely that he is an expert on that 
process. Therefore, if another developer needs help with that 
process he will look for him for help: 

“[talking about a bug in a process that he is not expert] 
(…) I don’t understand why this behaves the way it 
does. But, most of these PR’s seem to have John’s name 
on it. So you go around to see John. So, by just by 
reading the headline of who does what, you kind of get 
the feeling of who’s working on what (…).So they [e-
mails] tend to be helpful in that aspect as well. If you’ve 
been around for ten years, you don’t care, you already 
know that [who works with what], but if you’ve been 
here for two years that stuff can really make difference 
(…)” 

On the other hand, the fact that developers read e-mails sent by 
other developers to assess the impact of others’ changes in their 
code contributes to their learning experience within MVP. Note 
that developers who reported the aspects described in this section 
had little experience working at MVP: the first with 2 years and 
the second with 2 ½ months.  

Problem Reports 

The problem reports (PRs) of the bug-tracking tool are used by 
different members of the MVP team who play diverse roles in the 
software development process. Basically, when a bug is 

                                                             
2 Differently than the developers reported by Grinter [14], before 

checking-out a file, they do not check the version tree that 
displays information about other developers working on the 
same file. 



identified, it is associated with a specific PR. The tester who 
identified the problem is also responsible for filling in the PR the 
information about ‘how to repeat’ it. This description is then used 
by the developer assigned to fix the bug to learn and repeat the 
circumstances (adaptation data, tools and their parameters) under 
which the bug appears. In other words, the information provided 
by the tester is then used by the MVP developer to locate, and 
eventually fix the bug. After fixing the bug, this developer must 
fill a field in the PR that describes how the testing should be 
performed to properly validate the fix. This field is called ‘how to 
test’. This information is used by the test manager, who creates 
test matrices that will be later used by the testers during the 
regression testing. The developer who fixes the bug also indicates 
in another field of the PR if the documentation of the tool needs to 
be updated. Then, the documentation expert uses this information 
to find out if the manuals need to be updated based on the 
changes the PR introduced. Finally, another field in the PR 
conveys what needs to be checked by the manager when closing it. 
Therefore, it is a reminder to the software manager of the aspects 
that need to be validated.  

In other words, PR’s provide information that is useful for 
different members of the MVP team according to the roles they 
are playing. They facilitate the management of interdependencies 
because they provide information to MVP developers that help 
them in understanding how their work is going to be impacted by 
the changes that are going to be checked-in the repository.   

Holding check-in’s 

As mentioned earlier, MVP developers add a brief description of 
the impact of their changes to the e-mail sent to the developers 
before checking-in any code. Two types of impact statements are 
used more often than others: changes in run-time parameters of a 
process, and the need to recompile parts or the whole source code. 
The former case is important because other developers might be 
running the process that will be changed with the check-in. The 
latter case is used because when a file is modified, it will be 
recompiled, as well as, the other files that depend on it and this 
recompilation process is time-consuming, up to 30 to 45 minutes. 
Developers are aware of the delay that they might cause to others. 
Therefore, they hold check-in’s until the evening to minimize the 
disturbance that they will cause. According to one of the 
developers: 

 “(…) people also know that if they are going to check-in a 
file, they will do in the late afternoon … You’re gonna do a 
check-in and this is gonna cause anybody who recompiles that 
day have to watch their computer for 45 minutes (…) and 
most of the time, you’re gonna see this coming at 2 or 3 in the 
afternoon, you don’t see folks (….) you don’t see people doing 
[file 1] or [file 2] checking-in at 8 in the morning, because 
everybody all day is gonna sit and recompile.” 

The transition from private work, then, is recognized as a point at 
which the work of a single developer can impact the work of 
others. Developers’ orientation is not simply towards the artifacts 
but towards the work of the group. The subtlety with which the 
transition is managed reflects this consideration. 

5.3 Public Work 
The work of one developer becomes public when it is visible to 
all other co-workers. This happens in two different circumstances: 
when a developer changes the settings of his workspaces to grant 
others access to his code and after a developer commits his 
changes into the repository of the CM tool. These situations raise 
the question of how the MVP developers handle the new public 
work (changes)?  

In the former case, the work is public but not shared, which 
means that it is not going to affect other developers’ work. 
Therefore, MVP developers do not need to take any step in order 
to handle the public work, because it will not affect them. 
However, in the second case, MVP developers might need to 
adapt their work based on these changes. Indeed, MVP developers 
might need to recompile their changes (work) in case they choose 
to incorporate the new public work or they might need to change 
the run-time parameters of a process that was altered by the 
changes. Based on our data, we found out that the configuration 
management tool provides some help to MVP developers handle 
this situation. As mentioned before, these tools have building 
mechanisms that help MVP developers, upon request, to 
incorporate the new changes and identify syntactic conflicts 
between the developer’s ‘work-in-progress’ and the new changes. 
However, these tools are not able to detect semantic conflicts 
since they are purposely created to be independent of 
programming languages [11]. 

The bug tracking tool, on the other hand, provides support for 
public work because all the operations performed in the problem 
reports are automatically visible to all MVP developers. In 
addition, this tool implements some accounting features that 
record the history of a PR including all operations performed on 
each one of them. 

5.4 Moving from Public to Private Work, or 
“Breaking the code” 
According to Walrad and Strom [33], the branch-by-purpose 
strategy adopted by the MVP team (see section 3.3) assures 
continual integration of the code, therefore minimizing problems. 
However, this strategy needs to be complemented by some form of 
notification that informs all developers that a check-in happened 
(and therefore that some integration took place). As mentioned 
before, this is achieved in the MVP team through the e-mail 
notification sent before the check-in’s. Therefore, whenever a new 
change is introduced in the repository, all developers are notified 
about it. This affords an easy detection of problems caused by the 
introduced changes. In other words, if a change introduces a bug 
in the software, other developers might be able to detect it 
because: (i) they are aware that a change was introduced in the 
code by another developer; and (ii) they usually integrate the new 
introduced changes in their own work. If any abnormal behavior is 
identified in the software after a check-in, whoever identified that 
will contact the author of the check-in to verify if the problem is 
happening because of the check-in. If that is the case, the software 
is called “broken” and the code that was checked-in must be 
removed from the repository, corrected, and checked-in again 
later. In other words, the publicly available work needs to be 
made private again. The CM tool supports this transition because 



it provides rollback facilities that allow one to remove committed 
changes from the repository. 

6. DISCUSSION  
The notions of private and public work and workspaces are well 
known ones in the design of collaborative systems. However, our 
empirical observations draw attention to the complex set of 
practices that surround the transition between public and private. 
Private information has public consequences, and vice versa. 

The different formal and informal work practices arise in the 
MVP team, especially, because of the interdependencies among 
the different artifacts created during the software development 
process. Indeed, these interdependencies make the process of 
publicizing work so important. A developer can not simply 
carelessly publicize his work, because this will cause a large 
impact in other developers’ work: some of them will need to go 
through their testing again, others will spend a lot of time 
recompiling their changes, others can need to change their own 
code in order to adapt the new checked-in code, and so on.  

Since the MVP developers are aware of some of these 
interdependencies, they explicitly work to minimize problems that 
emerge in the relationship between their different working needs. 
Artifacts such as problem reports facilitate the management of 
interdependencies of developers from the different groups and 
with different roles. Problem reports are “boundary objects” in the 
sense of Star and Griesemer [29]; objects whose common identity 
is robust enough to support coordination, but whose internal 
structure, meaning, and consequences emerge from local 
negotiations between groups. Viewing PR’s as boundary objects 
draws attention to their role in managing loosely-coupled 
coordination, and how each developer is able to interpret the 
information in the PR’s that is useful to their current work. 
Critically, this is achieved without changing the identity of each 
PR along the whole software development process. Indeed, each 
PR keeps the same unique identifier. 

Interestingly, these formal and informal work practices require 
that the author of the changes performs most of the additional 
work. However, this author will not get any benefit from that. 
Indeed, sending e-mail notifications, holding check-in’s, and 
filling the appropriate PR’s fields during the implementation are 
all operations performed by the author of the changes and none of 
them facilitate or improve his work. There is one developer 
performing the extra-work who does not gain any benefit of this 
extra work, and fifteen other developers who benefit from his 
work3. That is exactly one of the situations that lead groupware 
applications to fail [15]. In this particular software development 
team though, this does not happen. MVP developers are aware of 
the extra-work that they need to perform, but they are also aware 
that this same extra-work is going to be performed by the other 
developers when necessary, and this is going to help each and 
every one of them in performing their tasks.  

On the other hand, MVP developers also adopt informal practices 
during their private work. The first one, called “partial check-

                                                             
3 The MVP group is composed of 16 developers. One of them is 

performing the check-in; therefore 15 others are being helped by 
the extra-work.  

in’s”, is especially important because it is used to handle files 
with a high degree of parallel development and changes in these 
files positively correlate with the number of defects [23]. “Partial 
check-in’s” are variations of the formal software development 
process, which establishes that check-ins only will be performed 
when the entire work is done. They are necessary because of the 
software development tools adopted are unable to properly handle 
merging in these files. This is the same reason, according to 
Grinter [14], that led other team of software developers to either 
avoid parallel development or rush to finish their work. On the 
other hand, MVP developers rush because they do not want to 
repeat their testing when another developer checks-in some code 
into the repository. In both studies, developers describe their 
dilemma: they want to produce high-quality code, but they also 
want to finish fast their changes. 

 Holding onto check-in’s is another informal approach adopted by 
the MVP developers during their private work. It is adopted 
because they are aware of some of the existing interdependencies 
in the software and they want to minimize the impact that their 
changes will cause on others’ work. To be more specific, they 
understand that some changes cause a lot of recompilation, which 
might lead other developers to spend time “watching” the 
recompilation. 

All this extra-work performed by the different members of the 
MVP team is another form of articulation work [27] that occurs in 
cooperative software development. It is different from the 
recomposition work [13], which is the coordination required to 
assemble software development artifacts from their parts. 
Recomposition work focuses on choosing the right components to 
create a software artifact due to source-code dependencies, while 
this extra work that we report focuses on the management of all 
interdependencies that exist in a software development effort.  

After any code is checked-in into the CM repository, the other 
MVP developers are able to detect problems, or, detect if the 
MVP software is “broken”. As noted in other settings such as ship 
bridges [19] or aircraft cockpits [20], this can be achieved because 
work artifacts and activities are visible to all. By creating a public 
space, the CM repository supports collective error detection and 
correction. 

7. IMPLICATIONS FOR TOOLS 
Software engineers have been developing tools to help co-workers 
in analyzing the impact of others’ work in their own work. In this 
case, the support is provided to the developers after the transition 
from private to public work has been made. This approach, called 
change impact analysis [3], uses several techniques. One example 
is dependency graph approaches, which focus on determining the 
impact of the changed code (product) in other’s part of the source 
code. These approaches are usually based on program 
dependences, which are syntactic relationships between the 
statements of a program representing aspects of the program’s 
control flow and data flow [24]. In other words, they focus only in 
determining the impact of the changes in the product in the rest of 
the cooperative effort. Although powerful, these techniques are 
also computationally expensive and very time-consuming to be 
used by developers in their daily work. Consequently, they do not 
completely support the transition from private to public work, and 
as we’ve seen, this is a very subtle step in cooperative software 



development. Although these techniques have their limitations, 
they are evidence that the dependencies between developers' 
working activities are a cause for concern and attention. We argue 
that other cooperative efforts, especially those with several 
interdependencies, could greatly benefit from such approaches, if 
they were arranged to support the emergence of public 
information. 

Recent approaches in software engineering attempt to provide 
useful information to developers so that they can better 
coordinate. In other words, these approaches try to increase the 
awareness [7] of software engineers about the work of their 
colleagues. They differ, however, on the type of information that 
is provided. A first approach is based on the idea of facilitating 
the dissemination of public information by collocating software 
developers in warrooms [32]. In this case, companies expect to 
achieve the same advantages that the public availability of others’ 
actions has brought to other settings such as ship bridges [19], 
aircraft cockpits [20], transportation control rooms [17] and city 
dealing rooms [16]. Indeed, early results of this approach have 
been encouraging [32]. However, there are practical limitations in 
the size of the teams that can be collocated, which suggests that 
tool support is still necessary. Indeed, new tools like Palantir [25] 
and Night Watch [22] adopt a different approach that focuses on 
constantly publicizing information(like CM commands) collected 
from a CM workspace  to other workspaces that are accessing the 
same files. In this case, instead of focusing in the transition 
between private and public aspects of work, these tools basically 
eliminate the private work by making all aspects of the work 
publicly available to others. However, as discussed in section 2, 
the need for privacy and for controlling the release of private 
information is an important aspect in any social setting; which 
therefore needs to be addressed in the design of cooperative tools. 

Finally, our data suggests that a software developer might use 
different sources of information at different times in order to 
assess the current status of the work. As mentioned before, the 
MVP team uses information from e-mail messages, the 
configuration management tool and the bug tracking system. By 
reading e-mail, MVP developers are aware of future changes in 
the CM tool because somebody else is going to check-in 
something. By inspecting only the CM tool, a developer can be 
aware of partial check-ins in the repository that are not reported 
by e-mail. And finally, the bug-tracking tool, through its PR’s, 
provides information about how a developer’s work is going to be 
impacted by the problem report associated with the check-in. 
These are three different tools that a MVP developer has to use. 
We believe that a possible improvement is to use event 
mechanisms (such as event-notification servers) to integrate these 
different sources of information, and then provide a unique 
interface and tool to assess the relevant information. Furthermore, 
abstraction techniques [18] could be employed to generate high-
level information (e.g., status of the work) from low-level 
information like recent check-ins and check-outs, e-mails 
exchanged among software developers, information added to the 
bug-tracking tool, etc. This is an interesting research area that we 
plan to explore. 

8. CONCLUSIONS AND FUTURE WORK  
This paper examined the transitions between private and public 
work based on empirical material collected from a large-scale 
software development effort. The team studied, called MVP, uses 
mostly three tools to coordinate their work: a configuration 
management (CM) tool, a bug-tracking system, and e-mail. These 
tools provide support for private and public work, as well as some 
technical support that facilitates the transition from the former 
aspect to the latter. However, MVP developers also adopted a set 
of formal and informal work practices to manage this transition. 
These transitions are necessary to facilitate the management of the 
interdependencies among the different software artifacts. The 
following practices were identified and described in the paper: 
partial check-in’s, holding onto check-in’s, problems reports 
crossing team boundaries, code and design reviews, “speeding-
up” the process, and finally, the convention of adding the 
description of the impact of the changes in the e-mail sent to the 
group. These practices suggest that analytical attention needs to 
be given to these transitions in order to enhance our 
understanding of cooperative work. Furthermore, computational 
support also needs to be provided so that this task can occur 
properly.  

We plan to study other software development teams in order to 
understand how they deal with the aforementioned transition and 
their work practices to perform that. By doing that, we expect to 
learn important characteristics that can help us in understand 
other cooperative efforts.  
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