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ABSTRACT
End users of software have the right to systems that are both
useful and usable, a property termed usability in the software and
human-computer interaction communities. Unfortunately, it is
not obvious what methods or techniques developers of software
should adopt in order to achieve good usability in a product.
There are a confounding number of questions. How can different
points of view among end users be incorporated into a software
development process? What does it mean to treat software
developers as end users, namely of software tools? How do the
limitations of software practice, such as minimizing time to
release, affect what information can be collected and used to
make usability decisions? This paper presents a variety of
possibilities for supporting all the end users’ views in a software
development activity. Both tools and methods are suggested,
roughly organized according to the different activities in software
development. Moreover, end users are defined to be a variety of
stakeholders in a software development project, including at the
very least the end users of a product but also developers who are
end users of software tools.

Categories and Subject Descriptors
D.2.2 [Software]: Design Tools and Techniques – evolutionary
prototyping, user interfaces.

General Terms
Human Factors, Design, Management

Keywords
Software Engineering, Usability Engineering, Human-Computer
Interaction, Knowledge-Based Systems, Cognitive Theory, Social
Theory, Design, Design Environments, Event Monitoring,
Organizational Memory, Activity Theory

1. INTRODUCTION
The creation of software systems is more challenging today than
ever before. This statement seems paradoxical in light of decades
of research into computer systems. However, these decades of
research are intertwined with decades in which software
technologies have been applied to new and increasingly complex

problem situations. The increased complexity comes from many
factors including a change in the nature of software from static to
interactive, an expanded scope for systems including the shift
from single to multiple end users, radically new problem
domains such as office and other workplace settings, an
increasingly sophisticated population such as a generation of end
users who grew up with personal computers and computer
games, and, finally, new deployment mechanisms such as the
Internet. Simply stated, the creation of software is more
challenging today because it is applied to increasingly complex
problem situations.

As we realize from the trends mentioned above, the term
complexity takes on a new meaning compared to its traditional
usage in computer science. Previously, “complexity” referred to a
measure of a system’s computations from an algorithmic
perspective. However, today, when factors such as human end
users and diverse deployment environments are involved, a new
kind of complexity emerges, one that is measured in terms of end
users and workplace settings.

A duality emerges around this notion of complexity. First, in
order to create software systems suitable for interactive
applications in diverse settings and for diverse collections of end
users, it is necessary to have a diverse software development
team. People with knowledge of software engineering are
required of course. However, people with knowledge of human-
computer interaction, group interaction, organizational issues,
and possibly knowledge-based user interfaces are required as
well. Thus, the first part of the duality is the need for a diverse
software development team to tackle the new breed of complex
software. The second part of the duality is ironic. The kinds of
problem domains that require a diverse team would never have
been tackled were it not for the early work of a few inter-
disciplinary pioneers. To be clear, the problems were there and
thwarting software development projects. They were simply
never clearly elucidated until new disciplines turned their
interest to the kinds of artifacts software engineers were
developing.

Recently, success cases of interdisciplinary design have begun to
be documented. One recent book documents contributions of the
field of human-computer interaction to design [48]. One
particular case study documented how a cognitive analysis of a
proposed re-design for a workstation would lead to less efficient
completion of tasks by the end users compared to the existing
workstation [3]. Another recent book documents the
contributions of a variety of cognitive and social theories to the
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design of systems [35]. For example, one study illustrates how a
situated action perspective in field studies led to deep
understanding of the requirements for building a document-based
tool to support lawyers [54]. As a final example, an upcoming
special issue of a journal documents how a social and
psychological theory of activity contributes to design of software
[38]. One study in that issue documents problems with process-
centered software development environments with respect to the
activity theory framework [4].

Taking an interdisciplinary view of the general problem of
developing complex software systems leads to a variety of
possibilities. Software engineering provides insight into the
kinds of artifacts that must be engineered and ways of
engineering (developing) them. Usability engineering provides
insight into the kinds of data that can inform design and ways of
collecting that data. Human-computer interaction provides
insights into the cognitive needs of individuals. Knowledge-
based systems (intelligent user interfaces) provides some unique
techniques for implementation. Computer-supported cooperative
work provides information about short and long-term inter-
personal communication. Ethnographic methods and social and
psychological theories, such as activity theory, provide an
understanding of the workplace, a greater degree of realism.

The above list could continue. However, there are a few simple
points. The increasing interaction among researchers from many
disciplines is revealing the complexity of the new “software
crisis” and new aspects to coping. Innovative combinations of
many research disciplines are essential.

The remainder of this paper illustrates how all of the above-
mentioned disciplines can weave together to create software tools
and methods that support all of the end users, both end users of
an intended product as well as end users of tools used to create
products. These tools and methods were created out of a multi-
disciplinary approach with an principal goal to make the
development of complex, interactive systems a success. They fall
under the rubric of a human-centered rather than an artifact-
centered approach.

2. A Roadmap to Human-Centered Software
Development
Software engineering has favored process views of software
development and the software lifecycle for many years. Figure 1
shows an adapted lifecycle. The figure only loosely represents a
process or lifecycle. More precisely, it represents a set of
activities with loose connectivity. The activities all support a
human-centered software development perspective. The activities
include observation, design, use, and review. These activities
support one another although the figure illustrates only some of
the more typical connections and reasons for the connections.
The figure resembles other iterative design methods (e.g., [21]),
scenario-based design (e.g., [8] [41] [47]), and some approaches
to design by software reuse (e.g., [17]). It is also inspired by
early work on user-centered system design (e.g., [39]), cognitive
studies of end users (e.g., [7]), and participatory design (e.g.,
[23]). The common elements are that the views of all
stakeholders in the software development project are considered

and that a software product evolves through data-driven
feedback.

When possible, software developers should observe actual end
users of proposed software products and their organizational
context. They may need to interview various stakeholders, people
affected by the proposed software. Observations lead to design of
a software product based, presumably, on more complete
requirements. The product may be deployed with software agents
to monitor its use. Automated and manual usability information
may be stored for review. Re-design and re-development of a
software product leads to better fit with the end users and their
workplace setting.
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Figure 1: Activities in Human-Centered Software Development

The activity represented by this figure is human-centered in two
ways. First, the emphasis on prototypes and evaluation of usage
maintains a focus on the requirements of end users and other
stakeholders in the project. Second, there is an underlying
assumption that the software developers need cognitive support
for managing the complexity of usability information and
incorporating that data and other information into design. Thus,
the applications being developed are engineered to meet the
human cognitive needs of the end users and the software tools
used to develop those applications are engineered to the human
cognitive needs of the software developers.

The figure serves as a roadmap to the remainder of this paper
and, to a degree, human-centered software development in
general. The activities are labeled with names of methods and
research tools that were used to explore the different activities
and, where appropriate, automation. Observations about end
users and other stakeholders, as well as information about the
organization in which they will use software, may be analyzed
according to activities (activity theory). A software design
environment (Argo) provides software developers with
knowledge about what constitutes a good design and supports the
design of prototype applications. A software substrate (EDEM)
provides support for collecting data about actual system usage.
Data about the actual usage as well as other information related



to the design of a system can be recorded and elaborated upon by
a group memory tool (Knowledge Depot).

3. Observing End Users and their Workplace
There is a great deal of work in the requirements engineering and
software engineering communities on better articulating
requirements. Some of the approaches emphasize multiple
stakeholders and negotiation (e.g., [5] and [20]), others
emphasize a formal analysis basis (e.g., [29]) or modeling basis
(e.g., [40]). However, the communities of ethnographic
researchers (e.g., [37]), researchers in computer-supported
cooperative work (e.g., [1]), and researchers in cognitive
psychology (e.g., [28]) have taken a more general approach. They
have begun to look at how people interact with artifacts in their
environment including the organizational issues.

Ethnography and software development come together when a
project requires an understanding of the organizational and
workplace context in which the proposed software will be
deployed. Too often projects fail because these contexts were not
considered early enough in a project. Ethnography encompasses a
large number of methods for making observations “in the field.”
In general, it is a practice of interviewing and observing people
on their jobs and in their workplaces. One approach to applying
ethnography to the practice of design is activity theory [37].
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Figure 2: Engeström’s Activity System Model [14]

Figure 2 is a classic illustration of the components of activity
theory as set down by Engeström [14]. Subjects are people within
a community that work with objects to obtain an outcome. Rules
within the community determine the behavior of subjects and
their access and their interaction with objects. The division of
labor also determines at a higher level who performs what
actions in a community. Mediating artifacts (sometimes called
mediating means, instruments and by some, tools) help subjects
manipulate objects. They have a history within a community such
as a traditional set of tools.

In one study of a software support organization, the activity was
customer support, the subjects were customer support engineers,
and the common object was a problem resolution document.
These documents had specific rules for completing them (see [9]

for details). The larger community consisted of the authors of the
problem resolution documents, consumers including managers
and other software engineers, and customers who under certain
conditions had access to the documents. Job descriptions and
customer contracts determined the assignment of roles within
this community. In this application of activity theory, the field
study consisted of interviews with 32 people. The interviews
provided information about the use of software tools to support
the customer support activity and in particular information
pertinent to the redesign of software tools for supporting this
activity. As the information was analyzed with the activity theory
model, it became apparent that there were contradictions in the
organizational goals. For instance, the rules and division of labor
were designed for customer support engineers to produce
problem resolution forms. But, another set of rules and division
of labor required the same individuals to provide prompt
response and additional care to certain customers. Identifying the
conflict enabled managers to realize more clearly how the
software system was failing and could not solve the problem of
getting all problem resolution reports fully documented and filed
on time. For other results, the reader is referred to [9] and in
general the special issue of the journal in which it appears [38].

Designing software for real use places a burden on the designers
to understand not just their end users, but the workplace and
organizational context in which software will be deployed.
Ethnographic methods including activity theory can support
software developers in their search for these points of views
corresponding to the many stakeholders.

4. Supporting Design with Knowledge-Based
Users Interfaces
In medium and large-scale software development projects, good
design is critical to efficiency of the system but more importantly
to correctness and future maintenance. However, a quandary in
software engineering, as Brooks states it, has been that only
“great designers create great designs” and there are a small
minority of great designers in the world [6]. Hence for many
years, some software researchers have sought to augment typical
designers with tools that could supply information they needed to
create good designs [13]. Some of the earliest work researched
plan-based representations of software developers’ knowledge
(e.g. [52]) and applying representations of plans when software
developers needed it (e.g., [44] and [15]). Some of these
environments provided quite elaborate support for different
aspects of a person’s working style providing a catalog of
examples to refer to, access to explanations, the ability to add
new “knowledge,” and critics ([18] and [16]).

On-going work in this general area led to a re-examination of the
cognitive basis for software design and resulted in the Argo
design environment illustrated in Figure 3 (see [45] and [46] for
details on Argo). This interface presents several features tied to
specific results from the cognitive studies of design. From one
perspective, designers use Argo/UML much like they would use
other object-oriented design tools: they place class, state, and use
case icons in diagrams and draw relationships between them
(upper right of Figure 3). However, while designers work, design
critics analyze the design and provide helpful advice. The “to do”



list (lower left) presents and organizes advice about pending
design changes.

Intuitively, feedback and checklists are useful devices in our
everyday lives. Previous work in applying rule-based
technologies to design analysis illustrated how knowledge-based
technology could be useful (see e.g., [36], [15], and [19]).
However, the goal of finding the best way to provide these kinds
of devices and the goal of discovering what other devices could
support software designers led to a re-examination of the
cognitive theories that existed about design in various domains.

In the domain of architectural design, Donald Schön had
proposed the theory of reflection-in action, that designers do not
conceive of designs fully formed but instead postulate one
solution, evaluate it, reflect on its failures, and revise it,
repeating the reflective activity when there is another breakdown
or failure [49] [50]. Although superficially, this theory resembles
a simple notion of feedback, the details address issues of when
and how designers are best served by feedback. Specifically,
designers should receive feedback while they are in the context
of design, while they are making decisions about the design.
Traditionally, software analysis tools provide feedback only after
a design is submitted for review. In this case, feedback comes
separately from design time. Moreover, most analysis tools
require a complete design in order to operate. Again, Schön’s
theory provides a distinction in that designers reflect on partial
designs. The notion of critics used in Argo, and other critiquing
systems support feedback to designers in the context in which
they are making design decisions and based on partial designs.

Another subtle example of applying cognitive theory to develop
features for the Argo system derived from studying opportunistic
design [24] [55]. This theory explains that although designers
plan and describe their work in an ordered, hierarchical fashion,
in actuality, they choose successive tasks based on the criteria of

cognitive cost. Simply stated, designers do not follow even their
own plans in order, but choose steps that are cognitively the least
cost among alternatives. The cognitive cost of a task depends on
the background knowledge of designers, accessibility of pertinent
information, and complexity of the task. Thus, although it is
customary to think of solutions to design problems in terms of a
hierarchical plan since hierarchical decomposition is a common
strategy to cope with complex design situations, in practice,
designers have been observed to perform tasks in an
opportunistic order. Design environments can allow the benefits
of both an opportunistic and a prescribed design process. They
should allow, and where possible augment, human designers’
abilities to choose the next design task to be performed. They can
also provide information to lower the cost of following the
prescribed process and avoid context switches that deviate from
it. Without examining this theory, it might have been more
compatible with other software research to provide a prescriptive
process representation of the tasks to be completed as opposed to
the less restrictive checklist.

Descriptions of how theories from comprehension and problem
solving (e.g., [31]) and design visualization (e.g., [22]) may be
found elsewhere [45] [46]. In general, the approach espoused
here is that cognitive theories of design and problem solving can
be applied to software systems to support the human cognitive
aspects of end users, including designers as end users of software
tools.

5. Supporting Observations About Software
Use
Even with good field methods, the end users’ needs for software
fluctuate during the lifetime of a project [10]. Part of the
fluctuation occurs because not all stakeholders communicate in
the same terms or mean the same concepts by the same terms. A
process of mutual education among all stakeholders increases the

Figure 3: The Argo/UML Domain Oriented Design Environment



chances that software will fit with its delivery environment [23].
Furthermore, once software is deployed in an environment, the
environment, including the end users, adapt [51]. Thus, end users
may have different needs for software after it has been in place
for a time. Finally knowledge about requirements is inherently
tacit [53] [42]. Human end users may be able to perform their
work, but be unable verbally to recount “how” during a standard
interview. Prototyping and scenario-based design is increasingly
popular for addressing this problem [8] [41] [47]. Certainly on-
going field studies can collect data about how systems are used
and evolve. However, these are costly to perform in terms of time
and placing observers on-site.

The Internet provides one avenue for collecting observations
about the use of software in the field at minimal cost.
Specifically, data about applications’ use can be extracted from
events reflecting end users’ interaction with software. Extraction
of usability data based on events is newly possible because of the
distributed nature of most applications and current programming
platforms for implementing interactive software. Moreover, the
Internet allows packaged data to be delivered to those seeking to
analyze it. There are a variety of methods and tools that provide
the ability to extract usability data from events (see [26]).

One particular method for collecting usability information
remotely is EDEMExpectation-Driven Event Monitoring (see
Figure 4) [25] [27]. EDEM allows software developers to
articulate expectations of end users’ behavior using agents.
These expectation agents are downloaded when an application is
initiated. They monitor events as a user interacts with the
applications (Figure 4a). Expectation agents may take a variety
of actions as they collect information. Specifically, they may
collect information unobtrusively and report it back to a
developer or deposit it into a data store. They may warn the end
user of an application that he or she has done something
unexpected (Figure 4b). In this case, the end user has the option
of exploring the rationale behind the objection and responding

(Figure 4c). When necessary, privacy can be maintained by using
a proxy server to make the source of the data anonymous.

Thus, expectation agents are based on the concept that many
usability problems occur because of developers making false
assumptions about the end users or their use situation. The
mismatch between assumptions and actual behavior may occur
for any number of the reasons articulated above. In general, false
assumptions reflect some kind of problem in communication.
What EDEM supports is increased communication between
developers and end users, both implicit through observation and
explicit through optional comments. It supports this
communication during the context of the breakdown. It supports
directed observation about the use of software. It supports a
direct link between developers and end users. In short it has
some of the advantages of direct observation but at reduced cost.
There are many advantages and disadvantages to this kind of
automated collection of usability data. The reader is referred
elsewhere for detailed discussion of these issues [26] [27].

In sum, observations in the field before design and good feedback
on the system’s perspective of design are only part of the needs
in software design. Software requirements evolve after
deployment. Software and its specification must co-evolve [17].
However, the method for gathering information after deployment
must be consistent with the practice of software developers and
limitations on resources.

6. Awareness and Review of Project
Information using a Group Knowledge Depot
Reviews are a common part of any software development project.
They are essential to reviewing fluctuating and misunderstood
requirements, as noted above. They are also key to understanding
the state of a software project: who is working on what problems,
whether the project is close to completion, etc. Much of this
information is on-line today because of the increased geographic
distribution among software teams. However, even if a software

(a) Expectation agents monitor system usage.

(b) Agents may post messages.

(c) Users may provide optional feedback.

Figure 4: Expectation-Driven Event Monitoring



development project is taking place in-house, many stakeholders
are separated from one another either by organizational division
or sufficiently removed that communication does not take place
frequently enough to maintain an awareness of project activities.

To maintain greater mutual awareness of the activities among
members of a group, project, or community, researchers have
created a variety of tools such as software Portholes that allow
end users to view camera views (e.g., [11] [12]) and other gauges
of physical activity (e.g., [32] [33]) in their colleagues’ offices.
Others have experimented with awareness based on sound and
audio (e.g., [2]).

Another approach is to monitor email and classify it according to
categories. Figure 5 illustrates one such system called the
Knowledge Depot [43] [30]. Versions of the Knowledge Depot
have been experimented with by different researchers for several
years (see [30] [34] [43]). In this approach, emails about a topic
are collected and classified in a topic hierarchy. Objects are
classified (and are retrieveable) according to every topic that
applies.

This email-based approach has the advantage for software
development that greater information content can be provided
than other kinds of awareness. Stakeholders in a project can
subscribe to categories of information. When email (or a project
document) is associated with a category, a subscriber may
receive a notification. Notifications can vary in frequency and
detail. For instance, summaries of category activity with only
message headers might be sent once a week. This frequency and
detail may be sufficient for a manager involved in a project. A
programmer working on one feature of some software might want
to be aware as soon as more information is available about that
feature. Information collected automatically by usability
monitoring can be inserted directly into appropriate categories.

Thus, the Knowledge Depot illustrates one way that information
from many sources pertinent to many stakeholders may be
collected in one location and provide awareness of that
information to those who need it. It provides organization of
information through a category hierarchy; supports category
operations for interaction including maintenance, interaction,
query, and subscription; and maintains a persistent data store. It
supports the needs of many end users. One can imagine that
selective end users involved in a software development project
would be given access to at least subscriptions to topics relating
to evolving software requirements.

Although it is a goal to support the needs of all stakeholders in a
software development project, the reality is that different
stakeholders (including intended end users) have different needs
for information and require different perspectives. The
Knowledge Depot illustrates one way that the information needs
of multiple stakeholders may be supported and in turn support
the need for information review in an on-going software
development project.

7. Conclusion
Although it is a stated goal of many software development
projects that the end users’ views should be represented and
incorporated into the design, the field of knowledge about how to
best achieve this goal is distributed across many disciplines.
Moreover the best way to incorporate some of the methods and
tools from other disciplines into software development is still an
open area of research.

In the preceding sections, descriptions of some methods and tools
were presented. All of these have been applied to the problem of
developing software systems in a way that captures as many
points of view as possible and yet make the captured information
available to software developers in a way that is compatible with
their practice.

Figure 5: Annotated, End Users’ View of the Knowledge Depot



The descriptions above indicate that the goal of software
development for today’s world is more complex than ever. It
involves many stakeholders representing many points of view. It
involves engineering for interactive and collaborative
applications that must function in a cohesive fashion with the
workplace environments in which they are deployed. The
definition of “end users” can even be confusing. It can refer to
the people who will interact with a software application that is
deployed, but it can also refer to those who are otherwise
affected by the deployment, such as colleagues of the end users,
their managers, and customers who might be served by those
applying the software. Moreover, software developers are also
end users, namely of software tools. They have cognitive needs
that if met can lead to better designs.

Many researchers have pioneered the way for this present
understanding of software. To the degree possible in this
conference paper, they have been acknowledged above. The work
of theirs highlighted above will provide the reader with more
inspiration about the diversity needed in developing software that
fits end users’ many views. Much more work remains. It is hoped
that this present paper indicates some of the possibilities for
augmenting software developers’ abilities to be aware of and to
incorporate the views of all of the end users, by employing
software tools and methods based on current cognitive and social
theories. Moreover, it is the intention that on-going work in this
direction maintain a focus on tools and methods that are
accessible and pragmatic.
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